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Optimizing the Impact of Upgrading Computer
Equipment

Gabriel Breuil, Constellation Olivier Hermant, Mines Paris, PSL University Renaud Pawlak, Cincheo

Abstract—Upgrading hardware platforms and infrastructure , like personal computer, servers, or supercomputers suffers from a
tension when it comes to carbon neutrality. Increasing performances are an incentive for fast renewal, while manufacturing
environmental costs urge us to extend as much as possible the lifetime of devices. Thus, carbon neutrality seems to be difficult to
reach. In this article, we try to answer quantitatively to the question “what is the optimal point for which we may tend to the carbon
neutrality of infrastructures”? Our approach is based on a model of the greenhouse gas emissions, the primary energy and the
monetary cost of two parameters that vary country by country: the use of a microprocessor, and its fabrication. We have
investigated three different renewal scenarios: the maintain of the workload capacity, the maintain of the number of processor
cores, and the maintain of the number of microprocessors. Finally, we apply our model to two concrete CPUs. The most efficient
solution (i.e with the lowest impacts) is to replace the entire batch of CPUs with the newer batch as soon as possible. This
optimal-replacement strategy depends on the specifications of CPUs and allows to determine the optimal scenario.

Index Terms—Data centers, hardware upgrading rate, carbon-neutral system, impact models, life cycle assessment, resource
management.

✦

1 INTRODUCTION

In 2019, 4.1 billions users of Information and Communi-
cation Technologies (ICT) have been identified, and the
demand is still growing. This increase is partly driven
by the desire of having more and more efficient ICT
infrastructures [1]. The energy cost of the fabrication of the
equipment (end-user devices, Data Centers and network)
corresponds to 44% of the total ICT energy consumption.
Nicola Jones explains in [2] that by 2030 the ICT will
increase up to 21% of the total electricity demand. These
power consumption expectations split into a constant fac-
tor for the production of ICT and consumer devices, and
an exponential increase for networks and Data Centers.
The demand of Data Center services is indeed expected
to expand within the next few years, driving an effort
towards more efficiency. To do so, one has to enhance
their workload capacity, which can be done for example
by virtualization and increasing the performance of the
electronic components used in Data Centers. As a con-
sequence, each year, new generation of processors, hard
disks, RAM, optical fibre, and so on are made available in
the market [3]–[8] and replace older equipment. Moreover,
even if the workload of Data Centers is not saturated such
that an upgrade of electronic components is not strictly
necessary, hardware replacement still may occur. Indeed,
components have generally a three-year warranty that
coerces customers to a three-year life-cycle [9], [10].

Carbon-neutral systems and infrastructure are a key
issue for the green transition. However, carbon neutrality
in the ICT is not an easy task and may be difficult to
reached. Moreover, it exists only few investigations on
carbon-neutral data-centers, which are quite recent [11]–
[13]. These works suggest new policy instruments, tech-
nological methodology, and investigation on the overall

energy consumption of Data Centers.
The huge amount of data transferred through the

network, the periodic upgrade of electronic components
in Data Centers and the energy consumption of the in-
frastructure are the main reasons for an increase of energy
consumption in Data Centers. The energy consumption
of the infrastructure can be divided in two almost equal
parts: computing equipment (processor, service power
supply, storage, communication equipment, and so on)
and support systems (mainly cooling, building switch-
gear, PDU, and UPS). Even though the support systems
are composed of various elements, cooling is predominant
and represents the majority of the energy consumption
of the infrastructure [14], [15]. The energy consumption
of the computing equipment is balanced among various
categories [2], [15]–[18].

One of the challenges of the digital 21st century is
to reach carbon-neutral systems, infrastructures, archi-
tectures etc. Thus one needs to evaluate and reduce
the energy consumption and the environmental impact
of Data Centers. Over the last decades, to evaluate the
performance of Data Centers, metrics such as the Power
Usage Effectiveness (PUE), Thermal Design Power (TDP),
Power Consumption (PC), Power Effectiveness (PE), and
so on have been used. Scientists have worked on the
enhancement of Data Centers performance by optimizing
these metrics [16], [19]–[21]. Among those, TDP and PUE
are the most commonly used. TDP gives the maximal
power value of a CPU when it is used at 100% and
PUE gives the ratio of the total facility energy load (the
support system and the computing equipment) divided
by the ICT energy load (the energy load of the computing
equipment). During the past decade, the main focus has
been to get a PUE as close as possible to 1. Indeed, it
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would mean that all of the energy load of the facility
is dedicated to the ICT equipment. Doing so, it has led
to optimizing the efficiency of the cooling and power
infrastructure [22], [23]. Nevertheless, optimizing the PUE
has no direct benefit on the efficiency of ICT nor on the
actual energy consumption and environmental impact of
Data Centers and of their electronic components.

To go further on the improvement of Data Centers,
one should also take into account their global impact
on the environment through a Life Cycle Assessment
(LCA) including the LCA of its components [24]–[26].
The LCA allows to consider the environmental impacts
of the manufacturing, transport, usage and end-of-life of
the components of Data Centers.

Rabih Bashroush and co-authors have focused their
work on the upgrade of hardware in Data Centers [27]–
[30]. In the study published in 2018 [27], Bashroush has
put in the spotlight the energy saving and the impact
of the hardware upgrade. The model is based on the
replacement of one server by another one, which perfor-
mances are assessed by Koomey’s law. The payback point
is then determined as the time at which the upgrade starts
showing energy benefits. Moreover, the model is validated
by using real-life dataset, in particular a lifecycle impact
analysis [31] of servers shows that the use phase of a Data
Center has the strongest impact on the total consumption.
In addition to that, Doyle et al. have studied in [30] the
economical impact – and so the money saving – of the
hardware renewal with Bashroush’s model. They estab-
lished that it is possible to obtain a return on investment
in the case of reducing the server population. Then, in
[29], Bashroush et al. suggested that a renewal with re-
manufactured servers is an efficient alternative for 5-6
years old servers.

It is essential to detail the hardware renewal policy
and choose to replace CPUs, drive bay, etc. only when it
has a positive impact globally: immediate or amortized
money, energy and CO2 emissions gains, while reducing
useless wastes. The review of Jin et al. [32] analyses the
servers’ energy consumption and classifies the different
components in Data Centers. The ranking for energy
consumption is as follows: the central processing unit
(CPU) is the higher energy consumer (32% of a server),
the power supply is 15% of a server and the memory is
14%. At the exception of cooling, the dominating factor
is therefore CPU. Moreover, the energy consumption of
CPUs has been widely studied in order to be capable of
measuring it and reducing it [33]–[36].

Thus, we describe in this article a two-CPU renewal
model and attempt to determine the ideal frequency and
proportions to replace an old-generation CPU by a new
one, along several criteria and with different scenarios
in order to tend to a carbon-neutral system. We then
extend this model to three generations of CPUs, allowing
to target more realistic scenarios. Our models use a precise
quantitative assessment of the manufacturing costs.

2 OUTLINE

The section “Methodology” describes the model, built
on a comparison of the performances, the manufacturing

energy, and the energy use between the cores of two dif-
ferent CPUs. This model offers three degrees of liberty: the
proportion of CPUs to replace, the replacement frequency
and the date of the first replacement. As well, three
renewal policies are proposed: a CPU-to-CPU match, a
core-to-core match, and a workload capacity-to-workload
capacity match. Then, we extend this model to take into
account different levels of hardware failure (MTBF) for
three successive generations of CPUs.

The section “Case studies” discusses the results given
by this model. It is separated in two parts. We first vali-
date the two-CPU renewal model and determine the best
CPU-replacement scenarios in a Data Center, according to
the CPU respective specifications. We also focus on the
sensitivity of the results to MTBF. The second part is a
forecast on the three-CPU renewal model, that compares
the costs of upgrading a CPU twice in a row, or only once.
In both parts, the model takes into account the market
availability constraint of the newer-generation CPUs. The
impact of these renewal scenarios is assessed on economi-
cal, environmental and energetic criteria, and we compare
the optimal points of each of them.

The section “Conclusion and future works” closes the
article by discussing potential improvements and uses of
our model.

3 METHODOLOGY

We assume that the environmental impact of using a pro-
cessor is proportional to its electric energy consumption.
In other words, we consider that the power consumption
of a processor and of the infrastructure (cooling and global
Data Centers power supply) is directly related to the
environmental impact of processors. Similarly, we assess
the manufacturing environmental costs in terms of energy.

3.1 Comparison between two different versions
Let P1 and P2 be two processors that start being manufac-
tured at date d1 and d2, respectively. We consider in this
study that P1 and P2 belong to the same family and there-
fore have characteristics that are meaningful to compare,
as it can be the case for the Intel® Xeon® processor family
for instance. It is nevertheless unfair to compare global
characteristics and performances, since P1 and P2 may
enjoy different amount of cores, so we have to normalize.

For each processor Pi, let us define its manufacturing
energy per core (Wh/core):

Em
i =

Em
i

ni
(1)

where i ∈ {1; 2}. Em
i is the total manufacturing energy

cost of the processor Pi. It has been studied in-depth by
the working group Boavizta [37], and it depends on the
lithography technology, the amount of cores, and the die
size. ni is the quantity of cores of Pi.

The annual usage energy per core (Wh/core) reads,

Eu
i =

TDPi

ni
· y (2)

where TDPi is the Thermal Design Power (TDP) of Pi and
y corresponds to the yearly use time – in this article, we
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let y = 8760h, corresponding to an uninterrupted round-
year usage, as it is standard in data centers. We consider
the time t as being discrete with one-year steps.

We consider that the Data Center is running only P1

processors at t0 ≥ d1 and that, at this date, it starts
to operate. At the end of the tmax time step, the Data
Center stops to operate. In order to evaluate the impact
of different renewal policies, we introduce two more time
parameters : tS, the starting date of the renewal scheme,
and tI, a fixed time interval that separates two renewals.
Each renewal will replaces part of P1 processors by P2

ones. To make calculations, we distinguish four stages in
which the Data Center can be over its lifespan :

- the Data Center contains only P1’s (initial stage);
- a certain amount of P1’s is replaced by some P2’s

(replacement stages);
- the mix of P1’s and P2’s is stable, but a replace-

ment will occur later (interval stages) ;
- no further replacement is scheduled (final stage).

In order to track the evolution of the quantity of
cores of processors P1 and P2, and their impact, we
introduce the following sequences:

(
Nr

1k

)
k∈J0,kmaxK the

amount of P1 cores that are removed and
(
Nr

2k

)
k∈J0,kmaxK

the amount of P2 cores that replace them at the kth

replacement date. Correspondingly,
(
N1k

)
k∈J0,kmaxK and(

N2k

)
k∈J0,kmaxK represent the respective amount of P1 and

P2 cores after the kth replacement date.

3.1.1 Initial stage : only P1 processors
The Data Center contains no P2 until tS , the initial re-
newal date (that respects the constraint tS ≥ d2). This
spans over ∆tS = tS − t0 steps. The total amount of cores
in the Data Center is labelled N1tot . The total energy that
is spent during ∆tS is :

Einit.(P1) = Ntot,1

(
Em

1 + Eu,1 ·∆tS
)

(3)

The value of Einit. depends only on the characteristics of
P1 (Eu

1 and Em
1 ) and is indeed a function of P1.

3.1.2 Replacement stage
The renewal dates tk are evenly scheduled. It happens
kmax ∈ N∗ + 1 times, and for all k ∈ J0, kmaxK,

tk = tS + k · tI (4)

tkmax is the last renewal date. Therefore, we have to ensure
that the following condition is respected

tkmax
≤ tmax (5)

or, equivalently,

kmax ≤ tmax − tS
tI

(6)

Therefore kmax can be computed as the integral part of
the right-hand side of eq. 6, since the parameters of our
model are tS , tI and tmax.

When t reaches such a renewal date tk, we consider
that the replacement happens at the first day of tk (a
calendar year, here). An amount of P2 cores replaces

some P1 cores and we count the annual usage energy
consumption for each new P2 core, symmetrically, we
discount for the replaced P1 cores.

At tk, the total cost aggregates two factors : the usage
cost and the manufacturing cost.

Ek(P1,P2) = N1kE
u
1 +N2kE

u
2 +Nr

2k
Em

2 (7)

It is important to notice that the total energy consumption
is now a function of P1 and P2 since it depends on the
characteristics of both processors.

We investigate degressive renewal strategies. There-
fore, the sequence

(
Nr

1k

)
k∈J0,kmaxK, that determines the

number of removed P1 cores, is defined by(
Nr

1k

)
k∈J0,kmaxK : N

r
1k

= N1k · ρ (8)

with ρ a percentage, the replacement fraction, that is a
parameter of the model. Equation 8 is an approximation,
as it is impossible to replace a fraction of a core or of a
processor. The exact equation is

Nr
1k

= n1 · ⌈
N1k

n1
· ρ⌉ (9)

Discretization is negligible when the processor number is
large. Section 4.1.1 addresses the question quantitatively.
Here and below, we only presents the continuous model.

The quantity of remaining P1 cores,
(
N1k

)
k∈J0,kmaxK,

is the result of accumulating the successive removals (that
are themselves computed on the basis of the remaining
cores, in a mutually recursive fashion). It reads as follows,

(
N1k

)
k∈J0,kmaxK :

{
N10 = N1tot −Nr

10

N1k+1
= N1k −Nr

1k+1

(10)

The number of added P2 cores,
(
Nr

2k

)
k∈J0,kmaxK, depends

on the replacement policy, defined by a renewal ratio R:(
Nr

2k

)
k∈J0,kmaxK : N

r
2k

= R ·Nr
1k

(11)

The quantity of P2 cores in the Data Center,(
N2k

)
k∈J0,kmaxK, reads as follows,

(
N2k

)
k∈J0,kmaxK :

{
N20 = Nr

20
N2k+1

= N2k +Nr
2k+1

(12)

We now examine three scenarios that induce different
renewal ratios R, that we call the fixed-CPU scenario, the
fixed-core scenario and the fixed-workload scenario.

The fixed-CPU scenario preserves the number of
CPUs: there is a one-to-one match between a removed
P1 processor and an added P2 processor. The fixed-CPU
renewal ratio reads therefore as follows,

R =
n2
n1

(13)

The fixed-core scenario preserves the number of cores.
The fixed-core renewal ratio is such that:

R = 1 (14)

This readily entails

Nr
2k

= Nr
1k

(15)

and as well N2k +N1k = Ntot,1.
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The fixed-workload scenario preserves the work-
load. The renewal ratio is then the ratio of the CPUs’
performances per core, Bi

ni
, where Bi are the CPU

PassMark® Software Pty Ltd performance benchmark val-
ues [38]. The ratio then reads as follows

R =
B1 · n2
B2 · n1

(16)

3.1.3 Interval stage : between two replacement stages
This stage happens when k ∈ J0, kmax − 1K and t satisfies

tk = tS + k · tI < t < tS + (k + 1) · tI = tk+1 (17)

In this case, one only has to take into account the
energy consumption of the usage of the processors, which
are the blend between P1 and P2 that has been set during
the replacement stage tk above. We multiply this energy
consumption with the length of the interval, that is tI − 1
time steps. Indeed the missing time step has been handled
by the replacement stage above and interval stages occur
only if tI ≥ 2. During those stages, for all k ∈ J0, kmax−1K,
the total energy consumption then reads,

E∆k(P1,P2) =
(
N1k · Eu

1 +N2k · Eu
2

)
· (tI − 1) (18)

3.1.4 Final stage
Here, the replacement scheme has come to its end. This
means that t ∈ Jtkmax

+ 1, tmaxK. In this case, P1 might
be fully replaced by P2 processors or one still might be
in presence of a blend, which typically happens with a
degressive replacement strategy.

As this stage makes sense only if tkmax
< tmax), the

condition on kmax of eq. 6 becomes strict :

kmax <
tmax − tS

tI
(19)

The total energy consumption of this stage then reads as
follows, where ∆tkmax

= tmax − tkmax

Eend(P1,P2) =
(
N1kmax

Eu
1 +N2kmax

Eu
2

)
·∆tkmax

(20)

3.1.5 Additional manufacturing energy consumption
The mean time between failure (MTBF) is the life ex-
pectancy between two failures. Fron the failure probability
point of view, it meanss that, every year, a certain average
proportion x% of the processors P1 and P2 break down.
As a small simplification, we suppose that no such event
occurs during the initial stage.

If a processor failure occurs on a P1 processor at a
replacement stage tk, we consider that it is part of the N1k

replaced processors of this stage. This only requires, that
x is lower than the replacement fraction ρ, which is, by
an order of magnitude, the case in practice and there is
no extra cost associated with it. Otherwise, we consider
that Pi processors are replaced with new Pi processors, in
which case we must add the manufacturing costs.

We neglect replacement during the initial stage (P1

CPUs are new) and, for all k ∈ J0, kmax − 1K, the addi-
tional annual energy consumption functions for the k-th
replacement and interval stages read:

Eaddk
(P1) =

x ·N1k

100
· Em

1 · (tI − 1) (21)

Eaddk
(P2) =

x ·N2k

100
· Em

2 · tI (22)

For the last kmax-th replacement and final stages, the
annual additional energy consumption is:

Eaddend
=

x·N1kmax

100 · Em
1 ·∆tkmax

+
x·N2kmax

100 · Em
2 · (∆tkmax + 1)

(23)

The global energy consumption. The global energy
function is defined as being a function of P1 and P2 and
corresponds to the energy consumption that is emitted
during tmax − t0 + 1. It reads,

G(P1,P2) = Einit.(P1) +
kmax−1∑
k=0

[
Ek(P1,P2) + E∆k(P1,P2)

+Eaddk
(P1) + Eaddk

(P2)
]

+Ekmax(P1,P2)
+Eend(P1,P2) + Eaddend

(24)

3.2 Comparison between three different versions

It is possible to extend our definition of the global energy
function to more than two processors. Let P1, P2 and P3

be three different processors of the same family that are
manufactured at tP1

, tP2
and tP3

. This yields a combi-
natorial explosion of the strategies, and in order to ease
the comparison between them during the case studies, we
restricted the replacement fraction to ρ = 100% and the
replacement stages to occur only at tP2

or at tP3
(kmax

in eq. 24 below is then at most 1). The following global
energy consumption function expressed in eq. 24 depends
now on three variables since we take into account three
processors. In its most general form, it reads,

G(P1,P2,P3) = Einit.(P1) +
kmax−1∑
k=0

[
Ek(P1,P2,P3)
+E∆k(P1,P2,P3)

+
∑3

i=1 Eaddk
(Pi)

]
+Ekmax

(P1,P2,P3)
+Eend(P1,P2,P3) + Eaddend

(25)

4 CASE STUDIES

4.1 Comparison between two different versions

In order to evaluate the economic, energetic and envi-
ronmental impacts of CPU renewal in a Data Center,
we estimate the model presented in section 3.1 with
two processors: Xeon® Silver 4114 and Xeon® Gold 5220.
Both of them enjoy the Skylake ®micro-architecture. For
simplicity, the two processors are abbreviated Silver and
Gold respectively. Their specifications are shown in table
1. The three impacts are defined as follows.
• Economical impact: the manufacturing cost is defined
to be the launch price listed on Intel’s website [39]–[41]
and the use cost is defined to be equal to the price of
the electric energy consumed by the CPUs. We assume in
this article that the fictional Data Center studied with our
model is localized in France. In this case, TotalEnergies©
[47] suggests a price of €0.1740 per 1 kWh.
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Table 1: Specification of three processors Intel® Xeon® of micro-architecture Skylake®.

Unit Xeon® Silver Xeon® Gold Xeon® Platinium
4114 5220 8380

Release date 2017 [39] 2019 [40] 2021 [41]
PDT W 85 [39] 125 [40] 270 [41]
Core amount 10 [39] 18 [40] 40 [41]
Lithography nm 14 [39] 14 [40] 10 [41]
Die surface [42] mm2 325 485 640
Performance 13 125 [43] 25 740 [44] 62 318 [45]
Manuf. primary energy [37] kWh 67.26 79.03 126.62
Manuf. carbon weight [46] kgCO2e 27.77 32.62 52.27
Manuf. price € 704 [39] 1664 [40] 8666 [41]
Run on primary energy kWh 744.60 1 095.00 2 365.20
Run on carbon weight kgCO2e 42.37 62.31 134.58
Run on price € 129.56 190.53 411.54
Performance per core 1 312 1 430 1 558

Em
kWh/core 6.73 4.39 3.17
kgCO2e/core 2.78 1.81 1.31
€/core 70.40 92.44 216.65

Eu
kWh/core 74.46 60.83 59.13
kgCO2e/core 4.24 3.46 3.36
€/core 12.96 10.59 10.29

• Energetic impact: we consider the primary energy (PE) –
renewable or not – required to manufacture the processors
and to run them.
• Environmental impact: it is estimated by the global
warming emissions (GWP) which is expressed in carbon
dioxide equivalent (CO2e.). The processor manufacturing
weight of CO2e. is determined by using the weighted
average of the electrical mix from the factories location
[48]. The electrical mix of each country for 2021 has
been got from the website Our World In Data [46]. The
carbon intensity of electricity for the processor manu-
facturing is then 0.413 kgCO2e. for 1 kWh. The carbon
intensity of electricity for the processor usage in France
is 0.05693 kgCO2e for 1 kWh [49].

The validation of our model and the determination of
the best-case scenario of the Silver CPU replacement can
be summarized in three questions:

• Question 1: Why does equation 24 approximates
the actual global energy and by which margin?

• Question2: Does the Mean Time Between Failure
(MTBF) have a significant effect on the impacts of
CPU replacement (economical, PE, and GWP)?

• Question 3: Given the Silver and Gold CPUs, how
and when should we renew them in the Data
Center in order to minimize the impacts ?

Unless otherwise specified, we consider that the Data Cen-
ter is initially composed of 100 Silver in 2017. It stops at
the end of 2026. Given the specifications of the Silver and
Gold CPUs, listed in table 1, the fixed-CPU scenario yields
a replacement ratio of 1.8, the fixed-core scenario yields a
replacement ratio of 1, and the fixed-workload scenario
yields a replacement ratio of 0.92. When the replacement
is total, i.e. when the replacement fraction ρ is 100%, this
respectively leads to 100 Gold CPUs (1800 cores), 55.56
Gold (1000 cores), and 50.99 Gold CPUs (917.83 cores).

4.1.1 Question 1: Why does equation 24 approximates
the actual global energy and by which margin?
In order to confirm the replacement model that we sug-
gest, one has to know for certain that the global energy we

compute is in good agreement with the reality. Equation
24 is an approximation since potentially fractional ratios
(eq. 13,16) can generate fractional amount of Silver and
Gold cores (eq. 10,11,12,15). The same holds on CPUs since
the amount of cores is not necessarily a multiple of the
amount of cores of a single CPU.

To assess the difference, we have investigated two
cases: a high amount of Silver (100 CPUs – 1 000 cores)
and a low amount of Silver (5 CPUs – 50 cores). For
both initial amounts of Silver, we have determined two
amounts of Gold (labelled “rational” and “integer”) for
each of the three scenarios. A rational value corresponds
to the computed values of cores and CPUs from equations
11,12,15. An integer value stand for upper rounded values
of cores and CPUs. They are gathered in table 2. For
each scenario, we computed the standard deviation of the
global energy. They have been determined for the three
impacts – PE, GWP, and Price. The standard deviations
are gathered in table 2 as well.

We see that for a fixed-workload replacement, the cal-
culated amounts of Gold are 50.99 (51 if rounded upper)
and 2.55 (3 if rounded upper). The standard deviations
of the three impacts are 0.01% in the case of 100 Silver.
However, the standard deviations in the case of low
amount of Silver are higher, between 9.99% and 11.61%.
Such an increase of the standard deviation is expected
intuitively since rounding errors are absolute and benefit
from the dampening of larger numbers.

A similar behavior of the global energy standard de-
viations for a fixed-core replacement is observed as well.
The standard deviations are lower for 100 Silver while it
is higher for 5 Silver. Since the fixed-CPU replacement im-
plies a conservation of the amount of CPUs, the standard
deviations are 0% in this case.
The conclusion to this question is that the non-discrete
replacement model that we suggest is valid in the case of
large values of CPUs, 100 being already large enough.
Moreover one has to keep in mind that we only take
into account the manufacturing and the use of processors.
We do not consider the processors end-of-life due to a
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Table 2: Integer and rational amounts of Gold that are manufactured to replace Silver for the three scenarios and the
related standard deviation of the global energy from the computed amount of CPUs for the three impacts: PE (Primary
Energy), GWP (Global Warming Potential), and Price.

Integer Rational σ(PE) σ(GWP) σ(Price)
Fixed-workload

100 Silver 51 50.99 0.01% 0.01% 0.01%
5 Silver 3 2.55 11.61% 11.10% 9.99%

Fixed-core
100 Silver 56 55.56 0.60% 0.58% 0.52%

5 Silver 3 2.78 5.73% 5.47% 4.93%
Fixed-CPU

100 Silver 100
0% 0% 0%5 Silver 5

significant lack of available information, which means that
the global energy is underestimated.

4.1.2 Question 2: Does the Mean Time Between Failure
(MTBF) has a significant effect on the impacts of CPU
replacement (economical, PE, and GWP)?

Table 3: Global energy for a total renewal in 2019 in
the case of the three scenarios without MTBF G0% and
standard variations of the global energy with various
MTBF (σ3.00·10−3 %, σ0.35%, σ2.90%). “CPU” stands for
fixed-CPU scenario, “Core” stands for fixed-core scenario,
and “Workload” stands for fixed-workload scenario.

G0% σ3.00·10−3 % σ0.35% σ2.90%

Primary energy (MWh)
CPU 1 039.55 2.00 · 10−4 % 0.02% 0.17%
Core 646.70 2.00 · 10−4 % 0.02% 0.17%
Workload 606.35 2.00 · 10−4 % 0.02% 0.17%

Global warming potential (tCO2e)
CPU 64.36 1.00 · 10−3% 0.13% 1.15%
Core 40.75 1.00 · 10−3% 0.13% 1.10%
Workload 38.33 1.00 · 10−3% 0.14% 1.09%

Price (K€)
CPU 415.14 8.00 · 10−3% 0.90% 8.63%
Core 273.44 8.00 · 10−3% 0.92% 7.61%
Workload 258.88 9.00 · 10−3% 1.04% 7.44%

By definition, the higher the MTBF the longer a processor
operates without any failure. The MTBF of electronic
devices is not always given by manufacturer. However,
B. Schroeder and G. A. Gibson [50] have analyzed failure
data from a high-performance computing Data Center.
23 000 failures have been recorded between 1996 and 2005,
64% of them are coming from hardware breakdowns and
among them 42.8% result from CPU breakdowns. Thus
700 failures are annually caused by CPU breakdowns over
24 101 processors, which gives a MTBF value of 301 607 h
(around 34 years). In the end, it means that every year
2.90% CPUs fail due to hardware reasons.

Two theoretical studies on hardware and software
failures in Data Centers tackle CPU MTBF [51], [52]. In
[51], the MTBF of CPU under normal operation condition
is estimated to be 260 000 000 h, equivalently, each year
0.003% of the CPUs break. In [52], the MTBF value
chosen as input parameter for their study is 2 500 000 h.
It corresponds to 0.35% of CPUs failing every year.

In order to evaluate the effect of the MTBF on the costs,
we consider that the 100 Silver CPUs are all replaced in
2019. The Gold are then used until the end of 2026.

We consider four MTBF values (0%, 3.00 · 10−3 %,
0.35% and 2.38%) and we compute their corresponding
global energies (G0%, G3.00·10−3 %, G0.35%, G2.90%). In
table 3, we gather G0% and the variation of it with the
global energies computed with MTBF values: σ3.00·10−3 %,
σ0.35%, σ2.90%. The global energies are expressed in
MWh, tCO2e and K€ in order to evaluate the energetic,
environmental and economic impact.

The quick answer to question 2 is that yes, MTBF has a
non-negligible impact on the global energy consumption
considering the energetic, carbon and economic impacts.

The lower MTBF value (3.00 · 10−3 %) triggers very
few variations on the global energy. The percentage vari-
ations are respectively 2.00 · 10−4 %, 1.00 · 10−3 % and
8.00 · 10−3 % for PE, GWP, and the price for each of the
three scenarios.

The intermediate MTBF value (0.35%) implies less
than one percent variations for 8 ou of 9 combinations
impact/scenario. Only the percentage deviation of the
price in the fixed-workload replacement case shows an
increase of 1.04%. However it remains still low in regards
to the initial values of the global cost G0%.

The higher values of the MTBF (2.90%) have a non-
negligible impact on the variation of the global energy.
Even though it is lower or equal to 1.15% for the three
scenarios for primary energy and global warming poten-
tial, one cannot bypass the effect of the MTBF on the price.
Indeed, considering a MTBF of 2.90% leads to an increase
of around 8% for the three scenarios. In the worse case
of the fixed-CPU scenario, the increase corresponds to a
global cost of G2.90% =€450.96K. It is €35.82K higher
than the global cost for the fixed-core scenario with no
MTBF (G0% = €415.14K).

From now on, we consider an MTBF value of 2.90%
for Silver and Gold CPUs.

4.1.3 Question 3 : how and when should we replace the
Silver by the Gold CPUs to minimize the impacts ?

The short answer is that, in the case of the fixed-workload
scenario, replacing all Silver by Gold in 2019 has the
lowest economical, energetic, and environmental impacts.
Otherwise said, if we plan to eventually upgrade all
our processors, then it is best to do it as soon as the
new generation of CPUs becomes available. However,
it is important to notice that this answer holds only
in the two-CPUs case, and that CPUs with different
characteristics, or run/produced in different countries,
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Figure 1: Multi-criteria evolution – core (a), PE [MWh] (b),
GWP [tCO2e] (c), and spendings [K€] – for a 50% replace-
ment every year, considering four scenarios: no-renewal
at all (plain black line), fixed-workload replacement (blue
dashed line with squares), fixed-core replacement (blue
dashed line with triangles), and fixed-CPU replacement
(blue dashed line with circles).

could have given different answers. We analyse the results
on three parameters of our model: the CPU replacement
fraction ρ, the frequency of the replacements (in the case
of a partial replacement policy) and the starting date of
the replacement scheme.

The fraction approach.
We assume that for the three scenarios, the first replace-
ment date occurs in 2019, at the Gold release date.

In figure 2, the dotted orange lines represent the evo-
lution of the core amount (a), primary energy (b), global
warming potential (c), and price (d) for a total replace-
ment in 2019. In figure 1, the dashed blue lines represent
the same quantities (a), (b), (c), and (d), for an annual
50% replacement rate of the remaining Silver CPUs. In
both figures, we have computed four scenarios. The lines
with filled squares correspond to the fixed-CPU scenario,
the lines with filled triangles correspond to the fixed-
core scenario, the lines with filled circles correspond to
the fixed-workload scenario, finally, the black plain lines
represent a no-renewal scenario, where the Data Center
remains composed of 100 Silver CPUs.

All scenarios of the 100% fraction of fig. 2 quickly
reach constant annual primary energy consumption, an-
nual carbon dioxide equivalent emissions and annual
expenses. Moreover, the fixed-CPU scenario increases
the consumption (primary energy – 109.73MWh/year,
carbon dioxide equivalent – 6.33 tCO2e/year, and price
– €23.81K/year), compared to the no-renewal scenario.
However, the two other scenarios yield lower annual
consumption than for the no-renewal scenario , for each
of the three impacts. The only excessive consumption – in
regard to the no-renewal scenario – is observed in 2019
and is due to the manufacturing costs.

The annual 50% replacement means that every year
after 2019 included, half of the remaining Silver CPUs
are replaced with Gold CPUs. We can observe in fig. 1a),
in the case of the fixed-core renewal: in 2018 the Data
Center is composed of 1 000 Silver cores, in 2019 it is
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Figure 2: Multi-criteria evolution – core (a), PE [MWh] (b),
GWP [tCO2e] (c), and spendings [K€] – for a total replace-
ment in 2019, considering four scenarios: no-renewal at
all (plain black line), fixed-workload replacement (orange
dashed line with squares), fixed-core replacement (orange
dashed line with triangles), and fixed-CPU replacement
(orange dashed line with circles).

composed of 500 Silver cores and 500 Gold cores, in 2020
it is composed of 250 Silver cores and 750 Gold cores and
so on. Such fractionated replacement allows to soften the
replacement in order to not have less important impacts
on 2019 in regard to a total replacement. In the end, the
limit is the same as the total replacement. The primary
energy consumption in 2019 is equal to 95.93MWh (for an
annual 50% replacement) while it is equal to 117.40MWh
(for a total replacement). Similarly, the carbon dioxide
equivalent emission is equal to 6.87 tCO2e while it is
equal to 9.49 tCO2e for a total replacement in 2019. The
annual expenses in 2019 is almost divided by two for
the fractionated replacement (€99.20K in comparison to
€185.45K for the total replacement). In addition, we see
that the limit of the evolution of the core amount per year,
primary energy consumption, carbon dioxide equivalent
and annual expenses are reached very quickly. The core
amount of Gold CPUs in 2023 is 1 743.75 (fixed-CPU
scenario), 968.75 (fixed-core scenario) and 889.15 (fixed-
workload scenario), which corresponds to 97% of the
total amount of Gold CPUs. The replacements can then
be considered as being over in 2023.

Figures 3 and 4 present the cumulative primary energy
(a), the cumulative carbon dioxide equivalent (b), and
the cumulative expenses (c) over the years for the three
scenarios in the case of a total replacement and of an
annual 50% replacement. We can see that in the case of
the fixed-CPU replacement – for both total and fractional
replacement – the three cumulative impacts are always
higher than the ones in the case of no replacement. It
rules out the possibility that the fixed-CPU replacement
may allow to reduce at least one of the three impacts.

However, for a fixed-core and fixed-workload replace-
ment, the cumulative primary energy are lower from 2019
than the one in the no-replacement case. Thus, the total
and fractional replacement allow to reduce the primary
energy consumption from the very first year of renewal
dates. In addition to that, in the case of the fixed-core
replacement, the carbon dioxide emission are higher in
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Figure 3: Cumulative multi-criteria evolution – PE [MWh]
(a), GWP [tCO2e] (b), and spendings [K€] (c)– for a
total replacement in 2019, considering four scenarios: no-
renewal at all (plain black line), fixed-workload replace-
ment (orange dashed line with squares), fixed-core re-
placement (orange dashed line with triangles), and fixed-
CPU replacement (orange dashed line with circles).

2019 and 2020 in regards to the no-replacement case. It is
higher only for 2019 in the fixed-workload replacement
case. Then, one need to wait one (fixed-workload replace-
ment) or two years (fixed-core replacement) to reduce the
carbon dioxide emissions.

Unlike primary energy and carbon dioxide equivalent,
the cumulative expenses, for both of total and fractional
replacements (and for both scenarios), are higher than the
case of no replacement. If one expects to made saving in
these two cases, one has to wait until 2048 – that is to
say, when the cumulative expenses for the replacements
are lower than the cumulative expenses in the case of no
replacement. Such behavior of the cumulative expenses
is due to the fact that the manufacture price per core for
Gold is 1.31 higher than the one of Silver and the run on
price per core for Gold is 1.22 lower than the one of Silver.
One has to wait longer to soften the replacement expenses.

The frequency approach.
Figure 5 shows the evolution of the primary energy in
MWh (fig. (a), (b) and (c)), the carbon dioxide equivalent
in tCO2e (fig. (d), (e) and (f)), and the expenses in K€ (fig.
(g), (h) and (i)), depending on the renewal frequency. For
each impact, the three scenarios are considered. With a 10-
years 2017–2026 lifespan and a 2019-market availability
for the Gold, the frequency varies from 1 to 8 years. We
consider five cases: 0% (in black), 25%(in green), 50%
(in blue), 75% (in yellow), and 100% (in red) of the
remaining Silver CPUs are replaced by Gold CPUs at each
stage. The first and last strategies correspond to the no
replacement and total replacement. The evolution of the
three impacts depends on the frequency of the renewal
stages, that start in 2019. For example, a frequency of 1
year−1 means yearly replacements, while a frequency of 3
years−1 yields replacements in 2019, 2022, and 2025.

We see in the nine graphics that the costs for a total
replacement and for no replacement do not depend on the
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Figure 4: Cumulative multi-criteria evolution – PE [MWh]
(a), GWP [tCO2e] (b), and spendings [K€] (c) – for a
50% replacement every year, considering four scenar-
ios: no-renewal at all (plain black line), fixed-workload
replacement (blue dashed line with squares), fixed-core
replacement (blue dashed line with triangles), and fixed-
CPU replacement (blue dashed line with circles).

frequency. Indeed, the total replacement policy leaves no
Silver left after 2019 and the no-replacement policy runs
the initial Silver from 2017 to 2026.

Total fixed-workload and fixed-core replacements lead
to 917.83 and 1 000 cores respectively. Both manufacture
and use costs per core are lower for Gold than for Silver
(see table 1), and better performance per core entails a
smaller amount of Gold cores compared to Silver. Those
factors interfere constructively, so the total replacement
is a lower bound for the primary energy and carbon
dioxide equivalent, while the no-replacement case is the
upper bound. Between these bounds, higher frequencies
and fractions of replacements entail lower global primary
energy and carbon dioxide equivalent.
The situation is more complex for the economical impact,
since the manufacturing cost of the Gold core is higher
than for the Silver, but the use cost is lower. As it can be
computed, in the case of a total and fixed-workload re-
placement, the replacement expenses are fully amortized
only after 2048. This equilibrium point is out of reach of
our 10-years 2017–2026 window. Consequently, the total
replacement is an upper bound and the no replacement
is a lower bound for global expenses. Because of the high
manufacturing price, the lower the renewal frequency and
the replacement fraction, the lower the global expenses
are. We also observe a strong sensitivity to the frequency
for fractional replacements. Indeed, due to the 10-year
window effect, a 3 year−1 frequency yields 3 replace-
ments, while 4-7 year−1 yield only two replacements. One
has also to notice that for a frequency of 1, 2 and 3 year−1

for a fraction of 75% and for a frequency of 1 year−1

for a fraction of 50%, global expenses slightly exceed
the total-replacement upper bound. We suppose that such
a behavior is caused by the fact that due the fractional
amount of replaced CPUs, the amount of Silver only tends
to zero, but never totally reaches it.

Finally, figures 5 c), f) and i) show that the fixed-
CPU scenario, that preserve the amount of CPUs, is not
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Figure 5: Evolution of (a, b, c) global PE [MWh], (d, e,
f) global GWP [tCO2e], and (g, h, i) global price [K€] de-
pending on the renewal frequencies for the three scenarios
(fixed-workload, fixed-core and fixed-CPU). The amount
of Silver CPUs that are replaced at each renewal date are:
0% (black plain line), 25% (green plain line), 50% (blue
plain line), 75% (yellow plain line), and 100% (red plain
line).

efficient. It wastes extra computing power, primary en-
ergy, carbon dioxide equivalent, and money. Indeed, no
matter the replacement fraction or frequency, a fixed-CPU
strategy has always higher costs than no replacement.

The starting date approach.
The evolution of the global primary energy, carbon diox-
ide equivalent, and expenses according to the first replace-
ment date for a total replacement are shown in figure 6 (a),
(b) and (c), respectively. We see in fig 6 (a), (b) and (c) that
the fixed-CPU scenario leads to an over consumption of
primary energy, carbon dioxide equivalent and expenses
in regards to the no-renewal scenario.

In fig 6 (a), the fixed-workload and fixed-core sce-
narios allow to reduce the global primary energy. The
lower global primary energy is reached when the first
replacement date is as soon as possible. In addition to that,
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Figure 6: Global multi-criteria evolution – PE [MWh] (a),
GWP [tCO2e] (b), and spendings [K€] (c) – for a total re-
placement in 2019, considering four scenarios: no-renewal
at all (plain black line), fixed-workload replacement (blue
dashed line with squares), fixed-core replacement (blue
dashed line with triangles), and fixed-CPU replacement
(blue dashed line with circles).

the global primary energy of fixed-workload, fixed-core
and fixed-CPU scenarios converge to the global primary
energy of the no-renewal scenario when the first replace-
ment date increases.

One can see in figure 6 (b) that there is a reduction of
the carbon dioxide emissions only if the total replacement
is performed in 2025 for the fixed-workload scenario and
in 2024 at the latest for the fixed-core scenario. Indeed, we
have seen previously that one have to wait one or two
years – depending on the scenario – to soften the carbon
dioxide emissions due to the CPU manufacturing. Thus,
an fixed-workload total replacement in 2026 or a fixed-
core replacement in 2025 are over consuming.

Apart from not performing any kind of replacement,
which is the more economical scenario, it is better to
replace (fixed-workload and fixed-core scenarios) on the
very first year when Gold are coming to the market.

We can reach the conclusion to question 3 that the
better replacement is a fixed-workload total replacement
in 2019. It allows to save 145.70 MWh, 7.12 tCO2e and
costs 59 801 € in comparison to not performing any re-
placement at all for a Data Center composed of 100 Silver.
However, this specific conclusion is only valid in the case
of replacing Silver with Gold, which specifications are
shown in table 1. Although the fixed-workload scenario
is the most relevant one, we have to keep in mind that it
is based on the conservation of the performance per core.
Such criterion could be in high-performance computing
systems best interest, since calculus depends a lot on the
CPU’s performances. In the case of Data Centers that
host servers, cloud, and virtual machines, it may better
to not perform a fixed-workload total replacement but
one should perform a fixed-core total replacement, which
is based on the conservation of the core amount. Such
replacement would save 105.28MWh and 4.66 tCO2e
and would cost €75 876.
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4.2 Extension to a three-CPU case
The values presented in the previous subsection have
been computationally obtained by using a program that
is based on the two CPUs model (see section 3). However,
the program is not able for the moment to compare
three CPUs and suggest the better replacement possibil-
ities. Nonetheless, we have used spreadsheet to compare
three CPUs and suggest scenarios. The three CPUs that
are compared in this subsection are Xeon®Silver 4114,
Xeon®Gold 5220 and Xeon®Platinium 8380 (see table 1).
They are labelled Silver, Gold, and Platinium, respectively.
We investigate here the possibilities to replace Silver by
Silver and/or Platinium. We compare the three impacts,
as previously.

We assume that the Data Center is filled with 100 Silver
in 2017 and the Data Center is running on from 2017 to the
end of 2026. Since Gold and Platinium do not appear on
the market at the same time, one can enumerate thirteen
cases to evaluate the replacement of Silver:

• Case 1: None of the processors P1 are replaced;
• Case 2: 50% of Silver are replaced in 2019 by Gold;
• Case 3: All Silver are replaced in 2019 by Gold;
• Case 4: 50% of Silver are replaced in 2019 by Gold

and the remaining Silver are replaced in 2021 by
Platinium;

• Case 5: 50% of Silver are replaced in 2019 by Gold
and the remaining Silver are replaced in 2021 by
Gold;

• Case 6: 50% of Silver are replaced in 2019 by
Gold and then the Gold are replaced in 2021 by
Platinium;

• Case 7: 50% of Silver are replaced in 2019 by Gold
and in 2021, all of the Silver and Gold are replaced
by Platinium;

• Case 8: All Silver are replaced in 2019 by Gold and
in 2021, 50% of the Gold are replaced by Platinium;

• Case 9: All Silver are replaced by Gold in 2019 then
the Gold are replaced by Platinium in 2021;

• Case 10: 50% of Silver are replaced by Gold in 2021;
• Case 11: All Silver are replaced in 2021 by Gold;
• Case 12: 50% of Silver are replaced in 2021 by

Platinium;
• Case 13: All Silver are replaced by Platinium in

2021.

Even though we have shown in the previous subsection
that the fixed-workload scenario is the more suitable –
the fixed-core scenario as well, to a certain extent – we
evaluate the replacement of Silver by two different CPUs
according to the three scenarios: fixed-workload, fixed-
core, and fixed-CPU. The reader would have noticed that
fractional replacement is only considered with a fraction
of 50% of Silver and no other fractional values are con-
sidered. It would have been difficult to visualize a more
global impact of fractional replacement because it would
have led to a non-negligible amount of various cases.
Since we compute the cases by hand with a spreadsheet,
we cannot evaluate every fractional replacement. How-
ever, the 50% replacement is giving us a good viewing
of the fractional replacement in regards to a total re-
placement. The table 4 shows the global primary energy

[MWh], the global carbon dioxide [tCO2e], and the global
expenses [K€] of the thirteen cases for a time window
of 10 years (from 2017 to 2026). For the fixed-workload
scenario, the case 9 – all of the Silver are replaced by Gold
in 2019, then the Gold are replaced by Platinium in 2021
– is the one that allows the lowest global primary energy
consumption (573.60 MWh) and the lowest global carbon
dioxide equivalent (37.66 tCO2e). However, it is the mot
expensive one (466.08 K€).

It is quite different for the fixed-core scenario. Case
9 remains the one that allows the lowest global primary
energy consumption for this scenario (640.43). Unlike the
fixed-workload scenario, case 3 – all of the Silver are
replaced in 2019 by Gold – is the case that allows the
lowest global carbon dioxide equivalent (41.20 tCO2e). It
is due to the fact that replacing the Gold by Platinium
does not allow to soften the first replacement of Silver by
Gold (which takes more or less two years, see fig 3). It is
then less environmentally impacting to keep Gold and not
to replace them with Platinium.

Once again, we can see that the fixed-CPU scenario is
not feasible since case 1 – no P1 processors are replaced –
is the one that gives the lowest global primary energy
(753.08 MWh), global carbon dioxide equivalent (45.87
tCO2e), and global expenses (218.33 K€).

It is important to notice that both of the fixed-workload
and fixed-core scenarios for cases 9 and 3 show significant
costs. It is better not to replace Silver if one wants to save
money. However, in the replacement cases for the fixed-
workload scenario, case 2 – 50% of Silver are replaced
in 2019 by Gold – is the one that is the least expensive
(247.22 K€), but it leads to extreme global primary energy
(680.13 MWh) and global carbon dioxide equivalent (43.80
tCO2e) values. For the fixed-core scenario, case 2 is the
least expensive as well (255.67 K€).

Case 3 for the fixed-core scenario seems to be the
best replacement to suggest. Indeed, the global primary
energy is not the lowest but among them (647.79 MWh),
we have seen previously that the global carbon dioxide is
the lowest for this case and the global expenses are 294.24
K€, which is the same order of magnitude as for case 1.

5 CONCLUSION AND FUTURE WORK

In this work, we propose a model of hardware renewal
between two CPUs. Our model takes into account the
economical, environmental, and energetic impacts of the
usage and manufacturing of the CPUs. We have also
considered a MTBF of 2.90% for each type of CPUs.

Studying a real-world example, our CPU-renewal
model shows that it is more suitable (from the
environmental and energetic point of views) to replace all
of the Silver with Gold when they come in the market.
However, one has to wait a few years (at least 3) to soften
the environmental cost of this replacement.

We also study a three-CPU renewal approach in the
last part of this article. Our study shows that the fixed-
CPU scenario remains the worst scenario to consider
when one wants to replace CPUs. Moreover, it appears
that replacing all of the Silver by Gold in 2019 and not
taking into account the Platinium is the most interesting
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Table 4: Global PE [MWh], global GWP [tCO2e] and global spendings [K€] of the thirteen replacement cases for the
three scenarios for a length of time of ten years (from 2017 to 2026).

Global primary energy [MWh] Global carbon dioxide eq. [tCO2e] Global expenses [K€]
Workload Core CPU Workload Core CPU Workload Core CPU

Case 1 753.08 45.87 218.33
Case 2 680.13 700.34 897.12 42.27 43.49 55.44 247.22 255.67 333.62
Case 3 607.37 647.79 1 041.35 38.75 41.20 65.10 278.15 294.24 450.96
Case 4 607.13 655.57 1 389.96 38.45 41.38 85.86 332.72 365.17 908.22
Case 5 625.97 661.39 1 006.18 39.80 41.95 63.05 279.95 294.96 441.06
Case 6 663.24 696.66 1 284.74 41.73 43.79 79.83 341.19 370.37 881.58
Case 7 590.25 651.90 1 777.58 37.91 41.68 110.25 426.69 480.27 1 456.18
Case 8 590.48 644.11 792.41 38.21 41.50 50.41 372.12 409.34 548.63
Case 9 573.60 640.43 1 816.60 37.66 41.80 113.88 466.08 524.44 1 546.87
Case 10 698.83 714.03 862.04 43.36 44.30 53.44 250.04 257.00 324.74
Case 11 644.77 675.18 971.20 40.93 42.81 61.08 283.79 297.71 433.19
Case 12 679.99 708.22 1 245.83 42.01 43.72 76.24 302.82 327.22 791.92
Case 13 607.09 663.56 1 738.77 38.23 41.65 106.70 389.34 438.15 1 367.53

choice to make for a fixed-core scenario.
The results shown in this article depends on the

specifications of the CPUs we have considered. Thus,
others CPUs might have led to different conclusion
concerning how and when they should be replaced.
However, approach provides the possibility to study
various replacement schemes in order to reduce carbon
emissions, thus helping with the implementation of
carbon-neutral resource-management strategies.

In the scope of this paper, we focus on microprocessors
mainly, but the model applies to the replacement of any
hardware. We suggest the possibility to replace server
hardware in Data Centers separately and not only the
replacement of entire servers. Doing so, we would allow
to be more selective on the hardware to replace, the
amount, the replacement frequency, and the hardware
specifications. Being more precise on the replacement
scheme would allow Data Centers to tend to a carbon-
neutral replacement scheme, by just replacing the
necessary devices. Following this idea, we are planing
to apply our model to more complex infrastructures
implying several hardware devices with different optimal
replacement periods. The ultimate goal would be to reach
the optimal point for replacement for all devices in a Data
Center or any complex infrastructure involving several
kinds of hardware.

Finally, another application of our model would be
not only to determine the right timing for replacing
hardware, but also, the right timing for manufacturing
and distributing new hardware. For example, giving
a set of data centers equipped with various models of
servers and CPUs, would the mass manufacturing of
a new generation of hardware would globally have a
positive or negative impact? Scaling our model to allow
a quantifiable answer to this question is part of the
perspectives that could be studied from this work as a
starting point.
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