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Abstract The thermal conductivity of granular planetary regolith is strongly dependent on the porosity, or packing density, of the regolith particles. However, existing models for regolith thermal conductivity predict different dependencies on porosity. Here, we use a full-field model of planetary regolith to study the relationship between regolith radiative thermal conductivity, porosity, and the particle non-isothermality. The model approximates regolith as regular and random packings of spherical particles in a 3D finite element mesh framework. Our model results, which are in good agreement with previous numerical and experimental datasets, show that random packings have a consistently higher radiative thermal conductivity than ordered packings. From our random packing results, we present a new empirical model relating regolith thermal conductivity, porosity, temperature, particle size, and the thermal conductivity of individual particles. This model shows that regolith particle size predictions from thermal inertia are largely independent of assumptions of regolith porosity, except for when the non-isothermality effect is large, as is the case when the regolith is particularly coarse and/or is composed of low thermal conductivity material.

1. Introduction

The thermal conductivity of planetary regolith can be estimated from remote surface temperature observations using a planetary thermophysical model (e.g., Delbo et al., 2015; Grott et al., 2019; Rozitis et al., 2020). The thermal conductivity of a regolith in vacuum is sensitive to many physical properties of the regolith, such as particle size, porosity (or packing density), and the material properties of the individual particles (e.g., emissivity and thermal conductivity; Kaviani, 1995; Wechsler et al., 1972). Thus, remote estimates of regolith thermal conductivity allow for study of geologic processes that affect the regolith, such as meteoroid bombardment, thermal fracturing, and mass wasting (Cambioni et al., 2021). Robotic and crewed missions furthermore often rely on a constrained knowledge of regolith properties to ensure the success of mission objectives, such as sampling and landing (e.g., Emery et al., 2014; Fergason et al., 2006).

In this work, we build upon developments from a previous paper (Ryan et al., 2020) to develop an advanced understanding of the relationship between regolith radiative thermal conductivity, porosity, and material properties. We again utilize a 3D finite element mesh framework to model a “full-field” regolith consisting of...
ordered and random packings of spherical particles. This is in contrast to the traditional “mean-field” approach utilized in planetary thermophysical models, where the regolith is approximated as a continuous medium with assigned physical properties that are representative of regolith particle assemblages.

We present a new empirical fit between the radiative exchange factor, used to calculate radiative thermal conductivity, porosity, and regolith particle thermal conductivity and temperature. Our results compare well to experimental datasets and to more limited numerical model results from other researchers. Throughout this work, we use the word “porosity” to denote the relative fraction of void space between regolith particles, otherwise known as macroporosity or the inverse of particle bed packing density. This is not to be confused with microporosity, which is the pore space within an individual regolith particle.

2. Background

There are two relevant modes of heat transfer between opaque particles in vacuum—radiation between particle surfaces and conduction across the contacts between particles (van Antwerpen et al., 2010; Watson, 1964; Wechsler et al., 1972; Wesselink, 1948). These two heat transfer mechanisms are typically represented in terms of their effective thermal conductivity, where thermal conductivity due to radiative heat transfer is denoted by \( k_r \), and thermal conductivity due to the contacts between the particles, referred to herein as “solid conductivity,” is denoted by \( k_s \). The total thermal conductivity of the regolith particulate assemblage may thus be expressed as

\[
 k = k_r + k_s 
\]

In a previous study, we focused our efforts on examining how bulk radiative thermal conductivity, \( k_r \), of a regolith is related to particle size frequency distribution and material properties (Ryan et al., 2020). In this present work, we again focus on investigating the radiative thermal conductivity of regolith for two reasons. First, radiative thermal conductivity on airless bodies is typically much larger than the conductivity due to particle-to-particle contacts in coarse particulate regoliths (i.e., >~5 mm; Gundlach & Blum, 2013; Ryan et al., 2020; Sakatani et al., 2017), which are of high interest for recent missions to rubble-pile asteroids (OSIRIS-REx and Hayabusa2) that have regolith that is likely coarse, where present (Cambioni et al., 2021; Rozitis et al., 2020).

The second reason for focusing on radiative conductivity is that it is much less well constrained as a function of regolith porosity than is conductivity due to contacts; different models predict distinctive trends of \( k_r \) versus porosity. For example, the models by Sakatani et al. (2017) and Gundlach and Blum (2013) predict \( k_r \) values that are within about 2\% of each other when the porosity is 0.40, yet when porosity is increased to 0.80 the model predictions differ by more than a factor of 3. The value of \( k_s \), conversely, is less variable between models and instead depends on the accuracy of the correlation that is used to relate coordination number (i.e., the mean number of contact points per particle) to porosity and assumptions of particle-to-particle cohesion and contact deformation (e.g., Arakawa et al., 2017, 2019; Sakatani et al., 2017). Using the same porosity doubling example, the different coordination number models reviewed in van Antwerpen et al. (2010) predict decreases in \( k_s \) that vary only by a factor of 2.

2.1. Radiative Thermal Conductivity Versus Regolith Porosity

The thrust of this work is to determine the relationship between \( k_r \) and porosity (or inter-particle void fraction) of a particulate regolith. As previously mentioned, different models use different theoretical frameworks to approximate this relationship and thus lead to appreciably different results, particularly for regoliths with high macroporosity that might be found in microgravity environments such as small bodies (Murdoch et al., 2015). It is useful to summarize here the general approximation that is used as the starting point for radiative heat transfer in sphere beds—layers of spheres are approximated as a series of parallel plates (e.g., Wesselink, 1948). The general formulation is:

\[
 k_r = 4\sigma F d_p T^3 
\]

where \( \sigma \) is the Stefan-Boltzmann constant, \( F \) is a radiative exchange factor, \( d_p \) is the sum of the thickness of one plate and half of the distance between plates (later this will be particle diameter when we use this to describe sphere beds), and \( T \) is the mean temperature (Jakob, 1949; Wesselink, 1948). In the true case of heat transfer by
radiation across a series of parallel plates, $F$ is simply a function of hemispherical emissivity ($\epsilon$) of the plates, that is, $F = \epsilon/(2 - \epsilon)$.

Approximating a packing of regolith particles as a series of perfectly opaque layers is obviously a huge oversimplification. The radiative exchange factor, $F$, serves to bridge the gap between this approximation and the bed of particles that constitutes a regolith. Many have sought to define the radiation exchange factor or sought other novel methods to approximate or directly model heat transfer in packed beds of spheres, especially in literature related to pebble bed nuclear reactors (Calderón-Vásquez et al., 2021; De Beer et al., 2018; van Antwerpen et al., 2010) and other industrial applications (Tausendschön & Radl, 2021; Vortmeyer, 1979). However, many of these studies have only considered packings across a narrow range of porosity values (e.g., ~0.4 to 0.5), which are in general too narrow for planetary science applications. Upon finding a small sensitivity in $F$ to porosity within this range, some concluded that porosity was not worth consideration compared to other factors that tend to vary more widely in industrial applications, such as the emissivity (e.g., Singh & Kaviany, 1994).

Recent regolith thermal conductivity models have suggested that $F$ could be quite sensitive to porosity across the full range of regolith microporosities relevant to planetary regolith, yet they differ considerably in their predictions. Sakatani et al. (2017) assume that $F$ is chiefly related to the length of the void spaces present between particles. The voids are approximated as having a spherical shape; $F$ is used to relate particle diameters in Equation 1 to porosity:

$$F = \frac{\epsilon}{2 - \epsilon} \zeta \left( \frac{\phi}{1 - \phi} \right)^{1/3}$$

(2)

where $\phi$ is the regolith porosity and $\zeta$ is an empirical correction coefficient obtained from experimental data. Laboratory measurements of the bulk thermal conductivity of glass beads (Sakatani et al., 2017) and basaltic particles (Sakatani et al., 2018) indicated that $\zeta$ may have a particle size dependence. The exact physical cause of this is not clear, however, it may be due to a breakdown in the assumption that each particle is an independent scatterer of light as particle size approaches the dominant thermal infrared wavelengths (Wada et al., 2018).

Gundlach and Blum (2012, 2013), to the contrary, rely on the assumption that $F$ is controlled by the mean free path of the photon:

$$F = \epsilon \epsilon_1 \frac{\phi}{1 - \phi} \times \left[ \frac{2}{3} \right]$$

(3)

where $\epsilon_1$ is an empirical constant, the value of which was estimated to be ~1.33 or ~4/3 based on simulations of gas particle diffusion through porous media by Skorov et al. (2011).

The value of 2/3 in brackets is used in Gundlach and Blum (2012) based on a formulation for $F$ from Merrill (1969). However, in a follow-up work (Gundlach & Blum, 2013) the authors omit this additional factor of 2/3 in favor of a formulation of $F$ referenced to Schotte (1960). Interestingly, $\epsilon_1 \phi/(1 - \phi)$ is nearly identical to the equation for the hydraulic diameter of a pore in a porous medium. A recent model by Wood (2020) uses a similar formulation and more clearly ascribes it to the Kozeny-Carman law for viscous fluid flow in a porous medium.

Another noteworthy model for radiative thermal conductivity in a sphere bed was presented by van Antwerpen et al. (2012). Radiative conductivity is broken into two terms to describe heat transfer between directly adjacent spheres (“short-range”) and radiation between non-adjacent spheres (“long-range”). They use a sphere non-isothermality correction expression, based on the formulation introduced by Singh and Kaviany (1994) that we will discuss in the next section. The formulations for $F$ for short-range radiative heat transfer is a function of the number of surrounding spheres (i.e., average coordination number), the view factor between touching spheres, the average contact angle (i.e., the average angle between the net heat flow vector and the vector connecting (two spheres), and the emissivity of the spheres. For long-range radiation, $F$ depends on the decay in average sphere-to-sphere view factor with distance. They use an average sphere distance and an average view factor, based on a plot of view factor versus distance, and an empirical correction factor, to the calculation of long-range $F$. The decay in view factor with distance would depend on the packing density of the sphere bed. Given that this model was tailored to describe pebble bed nuclear reactors, the porosity is set to approximately 0.39. In order to apply their model to our work, we would need to find a new expression for the view factor decay with distance as...
Radiative Thermal Conductivity and the Non-Isothermality Effect

The simplified form of radiative thermal conductivity of a series of parallel plates in Equation 1 relies on the following approximation:

\[
\frac{(T^s_a - T^s_b)}{(T_a - T_b)} \approx 4T^3
\]  \hspace{1cm} (5)

where \(T_a\) and \(T_b\) are the temperatures of two adjacent plates and \(\bar{T}\) is the mean temperature (Wesselink, 1948). This approximation is valid if two assumptions are true: the temperature difference between the two plates is much smaller than the mean temperature, and the temperature gradients within each plate are much smaller than the temperature difference between two adjacent plates (i.e., each plate is approximately isothermal). The first assumption is almost universally valid in planetary regoliths, as exhibited by a simple example: If \(T_a = 300\) K and \(T_b = 350\) K, which is likely a much larger temperature gradient than would ever be found between two adjacent regolith particles, the two sides of Equation 5 differ only by an error of ~0.6%. Thus, this assumption would almost universally be valid in cases of planetary regolith, even under extreme cases, such as in the uppermost particle layers of the lunar regolith (e.g., Henderson & Jakosky, 1994).

The second assumption that the plates or the particles are essentially isothermal was recently found to be violated in some planetary regolith cases (Ryan et al., 2020) and has been described for sphere beds in industrial applications by several others (Breitbach & Barthels, 1980; Robold, 1982; Singh & Kaviany, 1994; van Antwerpen et al., 2012). The magnitude of a temperature gradient across a plate or particle, compared to the overall gradient across the series, is related to the thickness of the plates and to their thermal conductivity. This assumption of plate isothermality is generally valid when this approximation is applied to planetary regoliths because most regolith particles on commonly studied bodies like the Moon and Mars are small (sand or smaller) and are made out of geologic materials with relatively high thermal conductivity values. However, Ryan et al. (2020) showed that regolith particles on rubble-pile asteroids like Bennu and Ryugu could have significant thermal gradients due to their large size (~cm scale) and apparently low thermal conductivity (e.g., Cambioni et al., 2021; Rozitis et al., 2020; Shimaki et al., 2020). This so-called non-isothermality effect acts to reduce the temperature-dependence of the bulk radiative thermal conductivity. That is, Equation 1 no longer follows \(T^\beta\) and instead relies on the inclusion of a non-isothermal correction factor, \(f_k\). The non-isothermality effect was parameterized by Singh and Kaviany (1994) and van Antwerpen et al. (2012) as a function of a dimensionless parameter, \(\Lambda_s\):

\[
\Lambda_s = \frac{k_n}{4D\sigma T^4}
\]  \hspace{1cm} (6)

where \(D\) is the particle diameter, or rather the Sauter mean particle diameter in the case of polydisperse packings, which is defined as the particle diameter with the same ratio of volume to surface area as the entire assemblage (Ryan et al., 2020). The non-isothermal correction factor, \(f_k\), is then calculated as:

\[
f_k = a_1 \tan^{-1}\left( a_2 \left( \frac{1}{\Lambda_s} \right)^{a_3} \right) + a_4
\]  \hspace{1cm} (7)
where $a_1$, $a_2$, $a_3$, and $a_4$ are empirical constants. Ryan et al. (2020) calculated new values for these constants using finite element method (FEM) simulations of heat transfer through dense random packings of monodisperse and polydisperse spheres with porosities spanning a relatively narrow range (~0.35 to 0.39).

Our equation for radiative conductivity now reads:

$$k_r = 4 \sigma F(\varepsilon, \phi) f_1 (k_m(T), D, T) DT^3$$

(8)

3. Methods

3.1. Finite Element Model

We use the FEM to model heat transfer in regolith that is approximated as a 3D meshed geometry of spheres, where each sphere represents a regolith particle. A constant heat flux is applied to a plate on one side of a three-dimensional, parallelepiped-shaped geometry of packed spheres while a constant temperature boundary condition is applied to a plate on the opposite side (Figure 1). Once a steady state temperature distribution is achieved, the bulk thermal conductivity of the system can be calculated from the temperature difference between the two plates, the distance between the plates, and the applied heat flux. These methods are described in more detail in Ryan et al. (2020). As in that work, bulk radiative thermal conductivity is studied exclusively here by removing the contacts between spheres. Nevertheless, heat diffusion within any individual sphere is still modeled and is responsible for the non-isothermality effect described later.

One key improvement that has been implemented since our previous work is the addition of periodicity. All sphere packings in this study are periodic in the two spatial directions ($x$ and $y$) that are orthogonal to the direction of heat flow ($z$), so as to create the illusion that the geometry is infinitely wide geometry, which acts to minimize boundary effects. Surface-to-surface radiative heat transfer is then made periodic by modifying the ray tracing step that is performed to determine which surface mesh elements are visible to each other for heat transfer. During this step, the surface mesh geometry is temporarily duplicated and translated to the eight possible locations immediately surrounding the original geometry (i.e., $+x$, $+x+y$, $+y$, $+x-y$, etc.) in order to create one layer of heat transfer periodicity.

All simulations were conducted with monodisperse sphere packing geometries consisting of approximately 100–400 spheres with diameters ≤1 cm. Our model is not currently able to handle non-unitary emissivity, so in all simulations the emissivity is unitary such that all surfaces are treated as idealized blackbody emitters (whereas reductions in emissivity would have the effect of reducing $F$; e.g., Equation 2). Additionally, surfaces are assumed to have a Lambertian thermal emission phase function (Cf. Singh & Kaviany, 1994). The thermal conductivity of the sphere material ($k_m$) was varied between 0.025 and 30 W m$^{-1}$ K$^{-1}$. Prescribed heat flux values were chosen based on the thickness and bulk thermal conductivity of each sphere bed in order to minimize thermal gradients across the entire bed to <10 K. Flux values were in the range of ~2.5–10 W m$^2$. Sphere bed thicknesses were within the range of ~4 to 14 cm. Thicker beds were necessary for higher porosity packings in order to better capture to minimize edge effects caused by the boundary plates. In order to determine optimal geometry thicknesses, we performed a series of tests of varying thickness with different packing types and different packing density (porosity) values. The results of this are described in the supplemental materials.
We utilized an improved method for extracting bulk thermal conductivity from the numerical simulation results. In the previous work (Ryan et al., 2020), the bulk thermal conductivity was determined from the steady-state temperature difference and distance between the two end plates and the prescribed heat flux using Fourier's law. In this work, we found that the porosity within a given sphere packing could in some cases be highly variable and thus decided to instead calculate local conductivity in discrete slices of each geometry. To do so, the output steady-state temperature solution mesh is divided into 1 cm thick layers (equivalent to 1 sphere diameter in most simulations). Although porosity and radiative conductivity are also expected to naturally vary laterally within each slice as well, we consider this a viable approach to assess the variability of porosity and radiative conductivity within the entire domain. We also recognize that the radiative conductivity within a single layer is not necessarily only controlled by that porosity within that layer but is affected by the porosity of neighboring layers. Thus, we do not seek to compare results within individual layers but rather use the variability in determined porosity and radiative conductivity between layers as measures of experimental uncertainty.

For each slice, the average temperature of the top and bottom plane of the slice is calculated. The difference between the temperatures of these two planes provides us our \( \Delta T \). With this, the known prescribed heat flux \( q \), and the known slice thickness \( (\Delta x) \), the local bulk thermal conductivity for each slice is calculated with Fourier's law:

\[
k_r = \frac{q}{\Delta x} \Delta T
\]  

(9)

Bulk thermal conductivity is then converted to the non-dimensional radiative exchange factor using:

\[
F = \frac{k_r}{4\sigma_d T^3}
\]

(10)

where \( T \) is the mean temperature within a given slice.

The local porosity is also calculated for each individual slice. The final results are presented as the arithmetic mean values of \( F \) versus porosity from all slices within a sphere packing geometry, excluding a few (1–3) slices nearest to the boundary plates (depending on geometry thickness) where it was found that \( F \) was consistently lower than in the central region due to edge effects (Figure S1 in Supporting Information S1). Error bars in \( F \) versus porosity space are the maximum and minimum respective values found among the slices within a given geometry, again excluding slices suspected to be affected by edge effects.

The value of the non-isothermality correction factor, \( f_k \), is calculated like in Ryan et al. (2020) by comparing pairs of thermal simulation results—one where the non-isothermal effect is negligible and another where it is expected to be significant (≥1%). Ryan et al. (2020) assumed that the non-isothermal effect is only significant when \( 1/\Lambda_\Delta > ~0.04 \), based on previous work by van Antwerpen et al. (2012). Our approach in this work is more conservative, such that we use simulation results for \( F \) where \( 1/\Lambda_\Delta \leq 0.0035 \) as our baseline values against which we determine the non-isothermal correction factor. In these baseline cases with negligible intraparticle non-isothermality, we use a material thermal conductivity of \( k_m = 30 \text{ W m}^{-1} \text{ K}^{-1} \). Subsequent simulations are then performed with lower values of \( k_m \), which increases \( 1/\Lambda_\Delta \) and creates non-isothermality within particles. The value of \( f_k \) is then calculated by comparing the resulting value of \( F \) where \( k_m < 30 \text{ W m}^{-1} \text{ K}^{-1} \) to the previously determined baseline value of \( F \) where \( k_m = 30 \text{ W m}^{-1} \text{ K}^{-1} \):

\[
f_k = \frac{F_{km < 30}}{F_{km = 30}}
\]

(11)

Uncertainty in \( f_k \) is calculated using the same values used for the error bars in \( F \), that is \( f_{k,\text{maxerror}} = (F_{km < 30,\text{max}} / F_{km = 30,\text{min}}) \) and respectively for the minimum error value.

3.2. Sphere Packing Methods

In order to determine if the details of a random packing are influential on the bulk radiative conductivity, we utilized several methods to generate the random sphere packings with different porosity values (Figure 1). The Ballistic Deposition method begins with a seed sphere or a simple seed cluster of spheres in the periodic domain space. New spheres or sphere clusters are then brought from a random location outside of the domain and follow-
ing a random trajectory. If the sphere or cluster touches an existing sphere within the domain, it sticks immediately. The new addition is kept as long as it does not violate periodicity. This process is repeated many times until the cluster has grown to fill the periodic domain space so that any new spheres or clusters that are brought in are rejected, even after a very large number of attempts (∼10^5). Different porosity values may be achieved depending on if individual spheres or sphere clusters are used in the deposition. For example, single sphere deposition can be used to generate packings with porosities in the range of ∼0.59–0.61. Deposition by clusters that contain 2 spheres leads to porosities of ∼0.67, whereas 3-sphere clusters lead to ∼0.72 and 4-sphere clusters lead to ∼0.74 and higher.

The Random Sequential Packing method quite simply involves the introduction of a new sphere in the 3D periodic domain space in some random location. If the sphere does not overlap an existing sphere and does not violate periodicity, it is kept. The spheres are not touching each other in this method, so it is not as representative of a natural regolith. However, it has the flexibility of a wide range of achievable porosity values. The densest possible packing that we have achieved with this method has a porosity of ∼0.63.

The Optimized Dropping and Rolling is the same as that described by Hitti and Bernacki (2013) but modified to add periodicity. Spheres are dropped into the periodic domain space from above and roll into a stable position in order to achieve a loose random packing (porosity ∼0.43 to 0.45).

Finally, the method by Ringl et al. (2012) is used, where spheres are sequentially attached to pre-existing spheres in spaces in the geometry with low local packing fraction values (see also Ballouz et al., 2021). The method can be terminated once a desired packing density is reached, or allowed to run until no further sphere sites can be found after a large number of attempts, as with the Random Sequential Packing Method. We achieved packings with porosity values as low as ∼0.57 with this method.

Ordered cubic packing structures (a.k.a. “regular” or “structured” packings) were also tested in order to examine low-porosity packings. Simple cubic, body-centered cubic, and face-centered cubic packings have porosity values of ∼0.48, ∼0.32, and ∼0.26, respectively. The diameters of the spheres in these three packings were then reduced in order to achieve higher porosity values while maintaining an ordered arrangement, although the spheres in those configurations are no longer touching and thus the packings are not possible in nature.

3.3. Preparation of Experimental Data for Comparison

The recent experimental datasets by Sakatani et al. (2017, 2018) are ideal for comparing to our model results, given that they measured somewhat coarse particles (up to ∼1 mm diameter), where radiative thermal conductivity is significant, using a well-established method (line heat source, e.g., Presley & Christensen, 1997). Measurements of bulk thermal conductivity are made with glass spheres and with the JSC1A lunar regolith simulant in different size fractions and at different temperatures, in the range of ∼250 to 330 K. The relative contributions of the radiative and solid conductivity terms are determined by fitting their regolith thermal conductivity model to the temperature dependent results, where the radiative conductivity term is assumed to be proportional to T^5 and the solid conductivity term is assumed to be proportional to the conductivity of the particulate material, which is typically only minimally temperature-dependent (e.g., Opeil et al., 2020). Sakatani et al. (2017, 2018) express their results in terms of tunable parameters for solid conductivity (xi, xi) and radiative conductivity (zeta, Equation 2). The model of Sakatani et al. (2017) is in good agreement with our numerical results for porosities ≤0.60 when zeta is ∼1.25–1.4 and emissivity is unitary. Their experimental results for the two largest particle ranges tested (355–500 and 710–1,000 μm) show that zeta is consistently lower in the JSC-1A samples compared to the glass beads (Sakatani et al., 2018, see Figure 13b within). The absolute values of radiative conductivity and F show that their measurements are significantly lower than our model results. Below, we re-evaluate the way that radiative conductivity was calculated from their experimental data in an effort to reassess how well their measurements agree with our results.

In order to calculate radiative thermal conductivity and radiative exchange factor from the experimental measurements of bulk conductivity by Sakatani et al. (2018) for comparison to our work, one must have some knowledge of the sample particle size, porosity, emissivity, and the thermal conductivity of the individual sample particles. We will next revisit the values chosen for each of these parameters. We focus on the coarser size fractions measured by Sakatani et al. (2017, 2018) where radiative conductivity is significant and the particles are large
enough to be considered fully opaque at thermal wavelengths. To test this assumption that particles are opaque, we calculated the net transmittance of blackbody radiation at 300 K through a slab with the equivalent thickness of the particles analyzed by Sakatani et al. (2017) using optical constants for soda lime glass by Rubin (1985). The transmittance is less than 1% for the larger two particle size bins (355–500 and 710–1,000 μm). For comparison, the two smaller size bins (53–63 and 90–106 μm) have transmittance values of about 7% and 4%, respectively. Though we did not calculate values for the lunar regolith simulant, we expect the transmittance values would be comparable or less than for glass, given that the extinction coefficient of basalt and basaltic glass are comparable to or higher than the values for soda lime glass (e.g., Pollack et al., 1973).

First, a single, representative particle size must be assumed for each experimental sample. The two coarsest JSC-1A samples have relatively wide size bins (355–500 and 710–1,000 μm) Each spans a range of ~40% in particle size. Sakatani et al. (2018) used the average of the two bounding values for each size range in their data interpretation calculations (427 and 855 μm, respectively). Conversely, the bulk thermal conductivity of the entire JSC-1A regolith (not sieved) was found to be well-represented by the volumetric median particle size. This result was assumed to be valid for both the solid and radiative thermal conductivity terms; the experimental data set is not comprehensive enough to constrain the effective particle size of the two thermal conductivity components separately. Alternatively, Ryan et al. (2020) found that the Sauter mean particle size is representative of the bulk for the purpose of calculating effective radiative thermal conductivity. In many cases, the Sauter mean and the volumetric median particle size are very similar, including in the sphere packings studied by Ryan et al. (2020). We calculate both for the two aforementioned sample size fractions, assuming that the distribution within each size fraction is the same as in the bulk sample, parameterized using log-normal distribution by mass with distribution parameters \( \mu = 4.66 \) and \( \sigma = 0.972 \) in units of ln(μm) (Sakatani et al., 2018). In both cases, the volumetric median and Sauter mean particle sizes are within a few percent of each other. We arbitrarily choose the volumetric median as the new effective particle size for the two samples in our calculations of radiative thermal conductivity and radiative exchange factor. As such, the effective particle size of the 355–500 μm sample is 412 μm rather than the original range-based mean value of 427 μm. The 710–1,000 μm value is 816 μm rather than 855 μm.

The porosity of each sample was determined by Sakatani et al. (2018) from the measured bulk density (from measured sample mass and sample container volume) and an assumed particle density (a.k.a. specific gravity) value of 2,900 kg m\(^{-3}\), which is an average measured value for JSC-1A (McKay et al., 1994; Zeng et al., 2010). However, the measured bulk density and porosity values vary substantially between sample size fractions, from 1,540 kg m\(^{-3}\) and porosity of 0.47 in the smallest size fraction (53–63 μm) to 980 kg m\(^{-3}\) and porosity of 0.66 in the largest size fraction (710–1,000 μm). All samples were loaded into the sample container using the same methods; each sample was poured into the container and then tapped. Thus, it is not readily apparent why the packing density values should differ so significantly, even if perhaps the particles in the different size bins have systematically different shapes that affect the random packing density. Rather, we suspect that the assumption of a constant particle density between the different size fractions is responsible for the different measured bulk density values.

The JSC-1A lunar regolith simulant, described as a volcanic ash of basaltic composition (McKay et al., 1994), was produced by crushing and impact milling basalt cinders or “basaltic welded tuff” (Taylor et al., 2005) from a cinder ash quarry on the flank of Merriam Crater cinder cone in the San Francisco Volcanic Field (Sibille et al., 2006); in particular, it was selected for its high glass content (~50%). Scanning electron micrograph images of smaller size fractions (< few 100 μm) show that the “glassy particles invariably display broken vesicles with sharp edges” (McKay et al., 1994). The larger particles (~500 to 1,000 μm) have abundant vesicles that are visible by eye or hand lens. As such, it may be expected that vesicularity, or microporosity, should vary between size fractions, where the larger particles are more likely to contain complete vesicles in their interiors and edges. Tamari et al. (2005) for example, found that particle density of a scoria varied as a function of particle sizes in the range of ≤4.75 mm to <74 μm. Conversely, Zeng et al. (2010) measured the specific gravity of JSC-1A in two size fractions, separated by the 75 μm sieve, and found no difference. Both of these studies utilized a water pycnometry method, in which water is likely to penetrate into some of the vesicles, excluding them from the particle density analysis and thus leading to density overestimates. We suspect that the fraction of JSC-1A larger than 75 μm measured by Zeng et al. (2010) still contained abundant crushed, fine particles that did not contain closed vesicles and thus the measurement result was insensitive to any larger particles that did contain closed vesicles. Following the particle size weighted mass distribution for JSC-1A in Sakatani et al. (2018), the sample that is >75 μm tested by Zeng et al. (2010) would have consisted of 80% by mass particles smaller than 300 μm.
No other information on the particle density of the coarser particles in JSC-1A could be found in the literature. Direct measurement of the particle density should be conducted with a method that takes all vesicles into account, including those that may not be penetrated by water (e.g., Garboczi, 2011). Nonetheless, we performed a new water pycnometry measurement of the four size fractions used in Sakatani et al. (2018). A small but significant density decrease is noted in the larger size fractions. However, we suspect that these values still over-estimate the true density, given that water certainly filled pores along the edge of the sample and may have also penetrated interior pores, depending on the degree of pore connectivity. For example, if we assume that all samples have the same microporosity of 0.45, which would be a very loose random packing, the microporosity values of the two largest size fractions would be approximately 0.30 and 0.39 (Tables S1 and S2 in Supporting Information S1). As such, we will re-evaluate the Sakatani et al. (2018) results with these newly measured density values but will also consider the possibility that the microporosity in the larger size fractions could still be higher, such as would be the case if all samples actually had the same or similar porosity values but different microporosity values.

The assumed material thermal conductivity in Sakatani et al. (2018) comes from experimental measurements of a non-porous basalt and displays an inverse relationship between conductivity and temperature that is common in mineral-rich samples. However, as described above, the JSC-1A simulant is a mixture of minerals and volcanic glass. Although thermal conductivity values of felsic volcanic glasses (e.g., obsidian) can be found in the literature, we were only able to find one instance of a mafic glass measurement (Birch & Clark, 1940). The sample, as described by Birch and Law (1935) was a diabase that was melted in the laboratory and cooled to form a glass that in thin section was “quite free from crystallites … and almost entirely free from gas vesicles.” The major element concentrations are similar to those reported for the JSC1 simulant (McKay et al., 1994). The two have a similar theoretical room-temperature glass thermal conductivity calculated from their composition using the glass phonon thermal conductivity model of Choudhary and Potter (2005) (∼1.19 W m⁻¹ K⁻¹ for the diabase glass vs. ∼1.14 W m⁻¹ K⁻¹ for the JSC-1A). This similarity indicates that the diabase glass is a sufficient compositional match to serve as a thermal conductivity analog for the glass component of the JSC-1A. We performed a linear least squares fit to the thermal conductivity data for the diabase glass provided from 0 to 300°C in Birch and Clark (1940), obtaining $k_{\text{glass}} = 0.846 + 1.11e^{-3} \times T$ where $T$ is temperature in Kelvin. We ultimately combine this thermal conductivity equation with the basalt equation used in Sakatani et al. (2018) to account for the approximately 50/50 ratio between glass and minerals, leading to the final expression for JSC-1A simulant particle with no microporosity, $k_{\text{sim}} = 1.62 + 7.61e^{-3} \times T$. Next, if we assume that the particles are somewhat porous, as described above, we must also account for the effects of microporosity on $k_{\text{sim}}$. Several empirical datasets exist in the literature to describe the effects of porosity on thermal conductivity (e.g., Flynn et al., 2018; Woodside & Messmer, 1961). We ran a simple model of a block with randomly placed nonconnected equal-sized spherical voids in order to determine the effects of vesicle-like porosity in a geologic material (Figure S2 in Supporting Information S1). The size of the voids was increased to increase porosity, with the simplification that radiative heat transfer in the voids is negligible. We found this simplification to be valid to within a few percent at the relatively low temperatures used in the Sakatani et al. (2018) measurements. The model resulted in the following correlation to adjust a material thermal conductivity value to account for the presence of vesicular microporosity: $k^*_{\text{sim}} = k_{\text{sim}} \times (0.466\phi^2 - 1.496\phi + 1.0)$. This equation is applied to $k_{\text{sim}}$ when microporosity is included.

For the assumed emissivity of the JSC-1A particles, we use a value of 0.90, rather than the original value of 1.0 used in Sakatani et al. (2018). Typical basalt emissivity spectra, such as from the ASU spectral library (Christensen et al., 2000) and the Salisbury and D’Aria (1992), show an integrated value of ∼0.95. However, those values of ∼0.95 are for directional emissivity, typically normal or near-normal emission angle, whereas radiative heat transfer between surfaces is controlled by the hemispherical emissivity. Hemispherical emissivity tends to be smaller than directional emissivity due to a roll-off in emissivity at higher emission angles on most surfaces, except those that are extremely rough (perfectly Lambertian, Warren et al., 2019, Figure 16 within). With such a roll-off, the integral of the emission half-space is necessarily smaller than the normal emissivity. The ratio of hemispherical-to-normal emissivity for a non-metallic solid with a normal emissivity of 0.95 is approximately 0.94, according to (Touloukian & DeWitt, 1972). Thus, we adopt a nominal value for hemispherical emissivity of 0.90.

With all of the aforementioned revised assumptions, new values for $F$, $\zeta$, and $\xi$ are calculated by fitting the model of Sakatani et al. (2017, 2018) to the bulk thermal conductivity results for a given sample size fraction from Sakatani et al. (2018). $\zeta$ and $\xi$ are varied as free parameters to achieve the optimal least squares fit to the
temperature-dependent experimental data. This approach to constrain these parameters is possible due to the difference in temperature dependence between the radiative and solid conductivity terms, which are tuned by \( \zeta \) and \( \xi \), respectively. The value of \( F \) is calculated from the best fit value of \( \zeta \) using Equation 2. The results are shown in Tables S1 and S2 in Supporting Information S1, in comparison to the original values.

The values of \( F \) for the JSC-1A, which are not dependent on assumed porosity, have increased compared to the original values, but otherwise do not change with assumed porosity value. That is not to say that \( F \) is not a function of the porosity of a particulate assemblage; it certainly is. Rather, the value of \( F \) determined from experimental data is independent of the experimenter’s knowledge of the sample porosity. The values of \( \zeta \) and \( \xi \), on the other hand, are affected by our knowledge (or assumptions) of sample porosity. With increasing assumed sample porosity, \( \zeta \) must decrease to compensate and maintain the same values of \( F \) and \( k_s \). Conversely, \( \xi \) must decrease with increasing porosity to compensate for a decrease in coordination number and particle layer cross-sectional area so as to maintain the same value of \( k_s \).

Finally, it should be noted that when these experimentally determined values of \( F \) are compared to the results of our numerical simulations, the difference in assumed emissivity must be accounted for. In our simulations, emissivity is unitary, whereas the JSC-1A particles measured by Sakatani et al. (2018) are assumed to have an emissivity of 0.9. Because \( F \) is a function of emissivity, we must offset the experimental values of \( F \) based on their non-unitary emissivity in order to compare them directly to our simulation results. We will assume that \( F \) is proportional to \( \epsilon(2 - \epsilon) \), based on the parallel-plates heat transfer approximation (e.g., Sakatani et al., 2017) and thus calculated an adjusted value of \( F^* = F\times(2 - \epsilon)/\epsilon \). In applying this offset to the experimental results, there is some inherent uncertainty in the true relationship between \( F \) and emissivity given that many models have been proposed (e.g., Table 5 in van Antwerpen et al., 2010). Thus, the expected uncertainty in \( F^* \) due to the emissivity adjustment (when emissivity is 0.90) is approximately 10%. The original values of \( F \) for the JSC-1A 710–1,000 and 355–500 \( \mu \)m samples are shown in Tables S1 and S2 in Supporting Information S1, whereas the adjusted \( F^* \) values for those samples are shown in later figures in order to facilitate a direct comparison to our numerical results. None of the values of \( F \) from our numerical simulations have been adjusted.

4. Results

The radiative exchange factor (\( F \)) values determined from all simulations where non-isothermality is assumed to be negligible (i.e., where \( k_s = 30.0 \) W m\(^{-1} \) K\(^{-1} \)) are shown in Figure 2 and summarized in Tables S3 and S4 in Supporting Information S1. Given that the random packings and ordered packings are systematically offset from each other, we fit separate empirical functions to them using Equation 4. The coefficients for the random packing fit line are \( a = 0.739 \), \( b = 0.629 \), and \( c = 1.031 \). This trend line captures all random packing data points with an uncertainty of \( \pm 10\% \). Uncertainty should be increased to \( \pm 25\% \) for porosity values \( > 0.65 \) in order to capture all data points, error bars, and regular packing data points (Figure S3 in Supporting Information S1). The regular packing data points are fit well with the following coefficients: \( a = 0.773 \), \( b = 0.419 \), and \( c = 1.180 \). The fit is shown with the data on Figure 3, along with the original and revised values for \( F \) from the experimental data of Sakatani et al. (2018) and unchanged experimental data for glass beads from Sakatani et al. (2017). The full results of the reevaluation of data from Sakatani et al. (2018) are provided in Tables S1 and S2 in Supporting Information S1.

Results for simulations where solid conductivity were varied to induce the non-isothermality effect are shown in Figure 4 and in Table S5 in Supporting Information S1. In this work, we parameterize results as a function of \( (1 - \phi)/\Lambda_s \) to incorporate the effects of porosity, whereas in previous works (Ryan et al., 2020; Singh & Kaviany, 1994; van Antwerpen et al., 2012), the non-isothermality factor was presented in terms of \( \Lambda_s / 1/\Lambda_s \) (as shown in Figure S4 in Supporting Information S1). A fit to the new data uses the following function:

\[
f_s = a_1 \tan^{-1} \left( a_2 \left( \frac{1 - \phi}{\Lambda_s} \right)^{a_5} \right) + a_4
\]

(12)

where \( a_1 = -0.500 \), \( a_2 = 1.351 \), \( a_3 = 0.741 \), and \( a_4 = 1.007 \).
Figure 2. Numerical results for the radiative exchange factor as a function of porosity compared to models for regolith and sphere bed thermal conductivity. Error bars show the range of variability in porosity and $F$ among the virtual slices within a given sphere packing geometry. The regular packings do not show error bars because there is no variability in porosity and the variability in $F$ was smaller than the plot symbols.

Figure 3. Numerical results for the radiative exchange factor as a function of porosity compared to experimental results from Sakatani et al. (2017, 2018), adjusted to $F^*$ to account for differences in sample emissivity ($\sim 0.9$) compared to our simulations performed with unitary emissivity. Revised values of data collected for the JSC-1A lunar simulant are compared to completely unaltered values from Sakatani et al. (2018). For the reevaluated data, we show a line connecting three porosity points (from left to right): assumed lower end value of 0.45, value water pycnometer measurements, and original value.
5. Discussion

The calculated values of the radiative exchange factor $F$ as a function of porosity for ordered packing are in very good agreement with the results by Wu et al. (2020), which were also determined numerically but with a matrix-based method. This gives us increased confidence that our numerical results are accurate to within a few percent. Our revised calculations of $F$ from the experimental data of Sakatani et al. (2018) are in relatively good agreement with our numerical results. Figure 3 shows revised values of $F$ and the range of potential porosity values for the two largest size fractions from their work. If we assume the most extreme scenario where both specimens have a true porosity of 0.45, then the two values of $F$ bracket our results. This assumption would mean that the individual particles have high microporosity, with values of 0.30 for the 355–500 μm sample and 0.39 for the 710–1,000 μm sample. These microporosity values are not unusual for basaltic cinders (e.g., Robertson & Peck, 1974). Furthermore, the non-sphericity and angularity of the JSC1-A particles could also play a role (Garboczi, 2011). Sphericity is generally defined as the ratio of the surface area of a sphere (with the same volume as the sample) to that of the sample, whereas angularity is a measure of corner curvature (Wood, 2020). However, their effects on radiative conductivity have yet to be studied thoroughly experimentally or numerically, though the model of Wood (2020) predicts that the radiative exchange factor is directly proportional to sphericity. Nonetheless, we find that the recalculated experimental values for $F$ are in good agreement with our numerical results when considerations of microporosity and particle roughness are taken into account.

The values of $F$ in Figure 2 are consistently lower, by about 10%–25%, in regular packings than in random packings across the full porosity range investigated. We did not note any systematic differences within the random packings that could be attributed to packing style or whether or not the packings were physically realistic or not. We attribute the distinction between random and regular packings to a difference in the relative contributions of short-range and long-range radiative exchange (e.g., van Antwerpen et al., 2012). The ordered packings have a higher number of spheres in their immediate proximity compared to the random packings that we have generated. The coordination number values for our random packings are <3 (with the exception of Optimized Dropping and
Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Eros TI = 150 (mm)</th>
<th>Bennu Nightingale TI = 200 (mm)</th>
<th>Itokawa Regolith TI = 203 (mm)</th>
<th>Apophis TI = 50 (mm)</th>
<th>Apophis TI = 275 (mm)</th>
<th>Apophis TI = 500 (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>4.8–4.9</td>
<td>8.0–8.2</td>
<td>5.3–5.4</td>
<td>0.45–0.56</td>
<td>17.0–17.3</td>
<td>57–59</td>
</tr>
<tr>
<td>Gundlach and Blum (2013)</td>
<td>2.8–6.0</td>
<td>4.5–(10.6)</td>
<td>3.0–6.7</td>
<td>0.27–0.31</td>
<td>10–22</td>
<td>32–(78)</td>
</tr>
<tr>
<td>Sakatani et al. (2017)</td>
<td>9.3–24</td>
<td>(17.3)–41.7</td>
<td>10–25</td>
<td>0.54–2.58</td>
<td>34–83</td>
<td>(123)–287</td>
</tr>
</tbody>
</table>

Note. Values in parentheses indicate that the predicted particle size exceeded the diurnal skin depth and may not be a realistic solution. Predictions for Eros, Itokawa, and Apophis use S-type material properties from Gundlach and Blum (2013). Predictions for Bennu use material properties as described in Rozitis et al. (2020) with the exception of using Cold Bokkeveld thermal conductivity and heat capacity at 260 K from Opeil et al. (2020). The Sakatani model uses ζ = 0.68 + (7.6 × 10^{-5})/D, and ζ = 0.12 (Wada et al., 2018). For our calculations, we use Equation 4 with the fit random packing fit parameters provided in the Results section to calculate radiative conductivity. To calculate solid conductivity, we use the Sakatani et al. (2017) expression (their Equation 19); using the Gundlach and Blum (2013) solid conductivity expression provides very similar results. Thermal inertia and mean temperature values for Eros come from Gundlach and Blum (2013) and references therein. Given that the thermal inertia of Apophis is not well constrained, we calculate particle sizes for the low, middle, and high best fit values from Licandro et al. (2016) with an average temperature of 250 K (Sorli & Hayne, 2020). TI is thermal inertia in units of J m^{-2} K^{-1} s^{-1/2}.

Rolling, which produces an average value of ~4.5. The ordered packings conversely maintain a higher effective coordination number even as the spheres are shrunken to increase porosity (by effective, we mean that the spheres are as close together as possible following the reduction in sphere diameter). As such, a larger proportion of the view as seen from any surface location on a given sphere in an ordered packing will be obscured by spheres in close relative proximity (immediate neighbors). It follows that the roll-off in view factor between any two given spheres in a regular packing would drop off sharply once the distance between the two spheres exceeds that of the immediately neighboring spheres. This would have the effect of increasing short-range radiation and decreasing long-range radiation, compared to a random packing. We hypothesize that the decrease in long-range radiative heat transfer has a greater net effect than the increase in short-range radiative exchange, resulting in a net decrease in heat transfer in the ordered packings.

The overall trend between F and porosity cannot be well matched by the Sakatani et al. (2018) or the Gundlach and Blum (2012, 2013) models across the full range of porosities tested. The Gundlach and Blum (2013) model matches well our results for random packings for porosities greater than ≳0.70. This is not surprising, given that their model expression was formulated using photon mean free path simulation data for porosity values exclusively in the range of 0.65–0.85 (Skorov et al., 2011).

In order to compare the three models, we calculated predicted effective particle sizes for the S-type asteroids (25143) Itokawa, (433) Eros, and (99942) Apophis and B-type asteroid (101955) Bennu (Table 1). In practice, particle sizes are estimated from thermal inertia values that were determined by constraining a planetary surface thermal model with observations of surface radiance. Thermal inertia is defined as the square root of the product of the thermal conductivity, bulk density, and heat capacity of the surface materials within the upper few thermal waves. As usual, these effective particle sizes are calculated assuming that the surface from which the thermal inertia value was derived is covered in a uniform blanket of particulate regolith. In the absence of rocks and boulders larger than the diurnal skin depth (i.e., the depth at which the diurnal thermal wave is attenuated by a factor of 1/e), the effective particle size is thought to reflect either the Sauter mean (Ryan et al., 2020) or the volumetric median particle diameter (Sakatani et al., 2018). The presence of boulders or exposed bedrock will typically shift the result toward a larger particle size, given that boulders typically have a higher thermal inertia than fine regolith. The magnitude of this shift will depend on the relative spatial abundance of boulders and on the difference in thermal inertia between the particulate regolith and the boulder components. On a planetary body like the Moon, this difference is very large (e.g., Bandfield et al., 2011). On Bennu, the difference can be very small or even non-existent (Cambioni et al., 2021; Rozitis et al., 2020).

To calculate the effective particle size for the S-type asteroids (Table 1), we use the same material properties and the same non-isothermal correction in all models so that the effect of the different F versus porosity model relationships across a range of thermal inertia values can be compared. For Bennu, we assume Cold Bokkeveld-like material properties (particle density, heat capacity, and thermal conductivity from Opeil et al. (2020)) and use a
nominal thermal inertia value of 200 J m\(^{-2}\) K\(^{-1}\) s\(^{-1/2}\), emissivity of 0.95, and mean diurnal temperature of 260 K to represent the Hokioi Crater, the location of the Nightingale sample site (Rozitis et al., 2020). For Itokawa, we use a regolith-specific thermal inertia value of 203 J m\(^{-2}\) K\(^{-1}\) s\(^{-1/2}\) and global mean diurnal temperature of 300 K from Cambioni et al. (2019). We provide effective particle size estimates in Table 1 for regolith porosities in the range 0.40–0.90 but otherwise do not perform a robust error analysis at this time, given that the aim of this exercise is to compare nominal model predictions.

Our new model for random packings predicts particle sizes that fall within the range of predictions by the Gundlach and Blum (2013) model. The Gundlach and Blum model results are more sensitive to porosity than our model and lead to a wider range of predicted values, given the steeper slope in the relationship between \(F\) and porosity (Figure 2). The Sakatani model tends to predict much larger particle sizes, which is a direct result of its lower predicted values for \(F\), especially at higher porosities. To illustrate the relative relationships between porosity and thermal inertia, we plot the model-predicted thermal conductivity and thermal inertia (at 260 K) of 7.5 mm diameter regolith particles in Figure 5 using the model parameters used to calculate the Bennu particle sizes in Table 1. Although all three models predict an increase in thermal conductivity with increasing porosity, the magnitude of this increase relative to the accompanying decrease in regolith bulk density with increasing porosity causes the three models to behave very differently. The increase in conductivity with porosity in our model is approximately equivalent to the decrease in density. The Gundlach and Blum (2013) model outpaces the density decrease, whereas the Sakatani model falls behind it.

The three different thermal inertia versus porosity trends displayed in Figure 5 may be determined simply by examining the relevant model equations. Using Equation 3 to calculate \(F\), it is found that the Gundlach and Blum (2013) model predicts that thermal inertia is proportional to \(\sqrt{\phi}\). The Sakatani et al. (2017) model (Equation 2) reduces to a slightly more complicated relationship where thermal inertia is proportional to \(\phi^{1/3}(1 - \phi)^{1/3}\). Finally, our findings using Equation 8 can be reduced if we assume that the exponential term, \(c\), which was found to equal to 1.180, is approximated as being equal to 1. In such a case, it can be found that thermal inertia is approximately related to \(\sqrt{a + (b - a)\phi}\), which is approximately \(\sqrt{0.739 - 0.11\phi}\). Porosity is minimized by the multiplicative term but still leads to a subtle downturn in thermal inertia with increasing porosity observed in Figure 5. Note that these trends are generally independent of regolith temperature and particle size but only in cases where the regolith radiative conductivity (\(k_r\)) term dominates over the solid conductivity term (\(k_s\)) and where regolith particle non-isothermality is minimal. Thus, the outcome of these findings is that the simultaneous determination of regolith particle size and porosity from thermal inertia is likely not possible (cf., Kiuchi & Nakamura, 2014), except in cases where particle non-isothermality is significant, which is shown in the next example.

Finally, we have demonstrated that the non-isothermality effect in regoliths with different porosity values can be well-described by Equation 12 (Figure 4, “New Fit”). To visualize this result compared to the previous, porosity-insensitive results, we repeat the exercise from Ryan et al. (2020) and show the predicted particle size as a function of particle thermal conductivity for a regolith on Bennu with a thermal inertia of 200 J m\(^{-2}\) K\(^{-1}\) s\(^{-1/2}\)
(at 260 K), which is the upper end of the OSIRIS-REx Nightingale Sample site thermal inertia value calculated from Recon A mission phase data (Rozitis et al., 2020). The result is shown in Figure 6 overlain with thermal conductivity of the two Bennu boulder types, which may serve as the source material for the regolith particles at Nightingale. All model parameters used to produce Figure 6 are the same as described in Ryan et al. (2020) and Rozitis et al. (2020), with the following exceptions: heat capacity is taken from the measurement of the Cold Bokkeveld meteorite by Opeil et al. (2020), particle density (or microporosity) varies with particle thermal conductivity using the model by Flynn et al. (2018), emissivity = 0.95 (Rozitis et al., 2020), and ξ = 0.12 (from Wada et al. (2018)). Bennu low and high thermal inertia boulder values from Rozitis et al. (2020) were used to calculate the conductivity ranges, using the same assumptions for grain density and the relationship between porosity and microporosity described above. For comparison, a similar plot was produced (Figure S5 in Supporting Information S1) where the assumed regolith temperature was changed from 260 to 310 K (the former being the mean diurnal temperature and the latter being the peak diurnal temperature during OSIRIS-REx Detailed Survey observations; Rozitis et al., 2020).

For a particulate regolith to have a lower thermal inertia compared to its source rock material, the size of the regolith particles should be smaller than one or a few skin depths (the exact cutoff is not yet known; Ryan et al., 2020). Otherwise, particulate regolith and rock should be indistinguishable. Several pieces of useful information may be extracted from Figure 6. First, if the regolith is sourced from the high thermal inertia boulders, the particle size prediction is well-constrained and is minimally sensitive to porosity. Conversely, if the regolith is sourced from the low thermal inertia boulders, the particle size is very poorly constrained without additional information, such as an estimate of porosity. For example, if we assume that the source rock material that composes the regolith at the Nightingale site has a thermal inertia of 200 J m$^{-2}$ K$^{-1}$ s$^{-1/2}$ ($k_m \approx 0.053$ W m$^{-1}$ K$^{-1}$), the particle size of the regolith could be anything larger than $\sim$2.3 cm. However, if we could also constrain the effective regolith particle size to smaller than 3 cm via high-resolution images, then one could conclude that the regolith must have

![Figure 6. Example particle size prediction for the Nightingale sample site on Bennu (thermal inertia of 200 J m$^{-2}$ K$^{-1}$ s$^{-1/2}$ at 260 K) as a function of the conductivity of the material that makes up the regolith particles ($k_m$). Predicted particle sizes using the new non-isothermality ($f_k$) correlation are shown as dark black solid and dashed lines. Lines change from solid to dashed when the predicted particle size exceeds the diurnal skin depth. Lines disappear completely when the prediction exceeds two diurnal skin depths. The lines are presented in order of assumed regolith porosity, with the two end values of 0.4 and 0.9 labeled. For comparison, the predictions are shown using the previous $f_k$ correction from Ryan et al. (2020) and without using any $f_k$ correction. The shape of those curves is insensitive to assumed regolith porosity; skin depth cutoffs however are sensitive to porosity but were not possible to clearly plot.](https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2022JE007191)
a porosity greater than or equal to ~0.7. One could also use this approach to estimate regolith particle thermal conductivity, with enough information. For example, if the effective particle size is known to be less than ~2 cm, we could conclude that the particles cannot be made of the low thermal inertia boulder material.

A recent study by Cambioni et al. (2021) presents evidence that the high thermal inertia boulders on Bennu and other primitive bodies are more likely to produce regolith particles than the low thermal inertia boulders due to different relative rates of fragmentation in response to meteoroid impacts and thermal fracturing. If the regolith particles at the Nightingale Site are indeed sourced predominantly from high thermal inertia boulders, then the effective particle size for this thermal inertia value would be ~1 to 1.5 cm in diameter, which is consistent with observations of abundant resolved and unresolved particles <2 cm (Burke et al., 2021; Walsh et al., 2022). However, the thermal inertia estimates for the Nightingale site still include contributions of rocks and fine regolith (Rozitis et al., 2020). Thus, we await thermal modeling results using the highest spatial resolution data from the TAG operation that might cover areas with only particles smaller than the diurnal skin depth before attempting a robust quantitative analysis of the thermophysical properties of the returned sample.

6. Conclusions and Future Work

We have numerically determined the effective radiative thermal conductivity and radiative exchange factor of random and regular packings of spheres in order to investigate the effects of porosity and particle thermal conductivity on the observed thermal inertia of airless body regolith. Our results are in agreement with experimental data from Sakatani et al. (2017, 2018) and show a new relationship between regolith radiative thermal conductivity, porosity, and the particle non-isothermality that was not predicted across the full range of porosity (~0.35–0.8) by any other models. We have also found that regular packings have a radiative exchange factor that is 10%–25% lower than random packings in the range of porosities where both were examined (~0.45 to 0.8). As such, future investigators should not use regular packings as an approximation for random packings in studies of radiative heat transfer, despite their relative numerical and analytical convenience.

The resulting expression for the radiative thermal conductivity of regolith is represented in Equation 8, making use of our new expression and coefficients for the radiative exchange factor, $F$ (Equation 8, $a = 0.739$, $b = 0.629$, and $c = 1.031$), and the non-isothermality effect, $f_1$ (Equation 12, $a_1 = -0.500$, $a_2 = 1.351$, $a_3 = 0.741$, and $a_4 = 1.007$). With this new expression, we have demonstrated that the thermal inertia of coarse regolith (>~5 mm) is largely independent of regolith porosity (Figure 5), except in cases where regolith particles have significant thermal gradients due to the non-isothermality effect (Figure 6; caused by some combination of large particle size, low particle thermal conductivity, and high mean temperature).

There are several outstanding questions in the study of regolith thermal properties and the interpretation of thermal inertia results. We note a few high-priority items here that should be addressed in future studies:

1. The effects of non-unitary emissivity on regolith bulk radiative conductivity should be incorporated into our porosity-dependent expressions for $F$ and $f_1$. Our model does not currently support non-unitary emissivity, but it is in development.
2. The apparent particle-size dependence of experimental fit parameters $\zeta$ and $\xi$ (Sakatani et al., 2017, 2018) has yet to be conclusively explained. It is likely that more experimental data are needed to determine if this is a real phenomenon.
3. The bulk radiative thermal conductivity of polydisperse particulates was shown to be represented by the Sauter mean particle diameter in our previous study (Ryan et al., 2020). However, we are concerned that the particle size ranges used in that work were too narrow to conclusively distinguish between the Sauter mean and the volumetric median (cf., Sakatani et al., 2018) as the representative particle diameter. Furthermore, the solid conduction term may have a different representative particle size, given that the governing equations for heat flow through particle contacts differ significantly from those that describe radiative conduction. Detailed experimentation or very large numerical models will be required to capture the necessarily large representative volume elements with wide ranges of particle sizes. Numerical investigations might be better suited to a less-intensive discrete element method model where all particles are modeled as having an internally uniform temperature, but this would be at the cost of losing information on the non-isothermality effect.
4. The bulk solid conduction of a particle assemblage is controlled by the details of the particle-to-particle contacts, which are affected by assemblage packing density and many properties of the individual particles,
including shape, roughness, and surface energy (related to composition and surface cleanliness). Much progress has been made on this subject in recent years (e.g., Arakawa, 2020; Arakawa et al., 2019; Persson & Biele, 2022; Sakatani et al., 2018; Wood, 2020), but there are still uncertainties in how these effects might scale with particle size.

5. The apparent thermal inertia of a surface will transition from being controlled by the properties of a particulate assemblage to the properties of a single particle (a.k.a. boulder) as the particle size exceeds the diurnal skin depth. The details of this transition are not known in detail, aside from the assumption that it will occur when the particle size approximately exceeds the diurnal skin depth of the regolith particle assemblage (and/or the skin depth of the individual particles, as in Arakawa and Ohno (2020)). We intend to address this in a future study.

6. Finally, as mentioned in our discussion, it is unclear what temperature to use when interpreting model-derived thermal inertia values in terms of regolith particle size. Given the strongly temperature-dependent thermal conductivity of coarse regolith, the instantaneous thermal inertia will change throughout the diurnal cycle. However, we expect that the overall diurnal profile can be approximated with the thermal properties of the regolith at or near the mean diurnal temperature. This expectation should be verified under a range of conditions, including different regolith material properties, rotation periods, and heliocentric distances.
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