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Abstract: Convolutional Neural Network (CNNs) models’ size reduction has recently gained interest
due to several advantages: energy cost reduction, embedded devices, and multi-core interfaces. One
possible way to achieve model reduction is the usage of Rotation-invariant Convolutional Neural
Networks because of the possibility of avoiding data augmentation techniques. In this work, we
present the next step to obtain a general solution to endowing CNN architectures with the capability
of classifying rotated objects and predicting the rotation angle without data-augmentation techniques.
The principle consists of the concatenation of a representation mapping transforming rotation to
translation and a shared weights predictor. This solution has the advantage of admitting different
combinations of various basic, existing blocks. We present results obtained using a Gabor-filter bank
and a ResNet feature backbone compared to previous other solutions. We also present the possibility
to select between parallelizing the network in several threads for energy-aware High Performance
Computing (HPC) applications or reducing the memory footprint for embedded systems. We obtain
a competitive error rate on classifying rotated MNIST and outperform existing state-of-the-art results
on CIFAR-10 when trained on up-right examples and validated on random orientations.

Keywords: CNN; classification; rotation invariance; angular prediction; model reduction

1. Introduction

In recent years, Convolutional Neural Networks (CNNs) have the highest accuracy
rate on state-of-the-art image classification tasks [1–3]. Usually, to obtain these results,
the networks are trained for a couple of days or weeks. This training time comes from
feeding the network with different image transformations to increase the generalization
potential (data-augmentation technique).

As the number of transformations increases, the training time increases consequently.
It has been tested and demonstrated that a data augmented model has up to 600% training
part than the non-augmented model [4]. Hence, the usage of data augmentation techniques
results in increased energy consumption

Recently, the increased training time of models in terms of millions of parameters
has become a concern. While these models’ accuracy is off-charts compared to traditional
approaches, better usage of the network’s internal resources would result in more energy-
efficient algorithms. The best scenario would be to achieve the same accuracy level while
minimizing parameters, reducing training time and energy costs. This scenario would lead
to faster inference times and reduced environmental costs associated with the network’s
training time.

One possible approach to reduce the number of parameters needed is to endow the
network with properties that it usually obtains via data augmentation. It is common
knowledge that CNNs are translation invariant up to some extent. This property states that
the network can find the features for image classification (i.e., a cat or dog’s ear) despite
the feature’s position on the image. Unfortunately, this invariance property is not present
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for rotated versions of the features. The rotation-invariance property is the network’s
capability to predict the class regardless of the object’s orientation.

It is desirable for deep learning applications (i.e., face recognition apps on cellphone,
drone aerial imagery for embedded devices) to obtain rotation-invariance properties.
As more applications appear oriented towards cellphones and embedded devices, the en-
ergy constraints become a challenge. Most of these applications find a trade-off between
the inference times, memory access, or cloud solutions to run in battery enabled devices [5].
The recent trends also converge toward High-Performance Computing (HPC) data-centers
to run the training or serve several inference instances of these networks. In the last years,
reducing power and energy consumption has become one of the most critical factors of
large-scale HPC systems [6–8] and studied on partially functional complex networks with
energy restrictions [9] . There exist several possible solutions, like hardware infrastructure
change to micro-architectural solutions. The usual solutions seem to converge towards
the parallelism associated with CNNs and running the code efficiently instead of focusing
purely on high-accuracy performance [6].

The reduction of the CNN models is a possible axis that could be beneficial to HPC.
This reduction can come from obtaining networks with fewer trainable parameters or a
highly parallelizable neural network architecture [10]. Reduced and efficient models have
also contributed to the state-of-the-art moving quickly to field-programmable gate array
(FPGA) hardware accelerators targeting both HPC and embedded applications [11–13].

A closer inspection of state-of-the-art networks shows that the first layer filters are usu-
ally low complexity filters (i.e., edge detectors) in several orientations. Furthermore, these
filters are not bound by any relation nor respect any prior ordering on them. These filters
usually contain several rotated copies of almost the same filter. This phenomenon happens
even though the network trains each filter independently from each other. For example,
the network independently creates several, almost identical, rotated copies of an edge
detector. Several state-of-the-art approaches have studied this phenomenon and proposed
to rotate the inner filters of the CNNs to obtain rotation-invariance. While most of these
solutions find a trade-off between complexity and model size, most of them are one-shot
solutions suited to a unique architecture.

In this work, we propose to use this filter knowledge to generate a trainable ensemble
of filters from a mother filter. This oriented decomposition results in a roto-translational
feature space that allows the rotation invariant prediction of the class and angle prediction
using the filters’ position. Training a few mother filters and then rotating and ordering
them in an ordered set can provide the network with angular information, optimizing the
subsequent class-predicting model’s size. The presented model also includes the possibility
to select between parallelism or memory footprint reduction (for HPC or embedded
solutions) due to the multi-threaded nature possibility of our proposal.

In Section 2, we present a short state-of-the-art survey of the methods that tackle the
rotation invariance problem. Section 3 presents the network’s theoretical foundation and
explains the network’s two main stages that allow the possibility of rotation-invariant
properties. Finally, in Section 4, we show the results with different oriented features
and backbones and compare them with current state-of-the-art approaches. In Section 5,
we conclude and describe future works.

2. Related Works

As mentioned previously, a low-footprint network allows reducing the energy spent
on training and inference. Thus, the main challenge is to design a network invariant to
the image transformations allowing to preserve the accuracy of state-of-the-art networks
while keeping the number of trainable parameters low. In this sense, here, we present a
state-of-the-art survey of works involved in rotation-invariant networks.

In the literature, two main strategies exist to endow a network with rotation invariance:
(i) modify the input image by several images (data-augmentation) (ii) modification of the
inner filters of the network. The second one has recently gained attention with different
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approaches: continuous rotation approaches and discrete angular sampling of the filters.
As the main scope of this work is on reducing neural networks, we will present results
in the (ii) group, as data-augmentation has demonstrated to increase training time and
network size.

Recent works in state-of-the-art converge in providing rotation invariance properties
by encoding it in the neural networks’ internal filters. Typically, some of these approaches
try to find a trade-off between the number of features needed to get a good prediction
accuracy and network size.

These approaches modify the network’s inner filters in some way (i.e., rotation) to
decompose the input image into several orientations. The act of sampling the input allows
some of these approaches to obtain rotation-invariant features; hence, the network acquires
rotation invariant properties. The main challenge of these works is to find a trade-off
between the angular sampling (fine-grained sampling needs more memory and network
size) to obtain good accuracy and a reasonable network size.

2.1. Continuous Filter Sampling

In the continuous sampling, we can find Worral et al.’s work that achieves a good trade-
off between angular sampling and size in their Harmonic Networks [14] work. The authors
use circular harmonics, returning a maximum response, and they achieve continuous
angular sampling by constructing any angular filter using the linear combination of a set
of base filters.

Other approaches use a similar Harmonic approach to obtain continuous sampling;
Cohen et al. [15] use a spherical cross-correlation in their Spherical CNN work. They
introduce a set of building blocks to obtain a rotation-equivariant cross-correlation in
spherical images. Furthermore, they present results on up-right training and rotated
samples validation; however, the computational cost of the spherical space remains very
high. Cohen et al. address the reduction of the computational cost in their Icosahedral
CNN [16] by sub-sampling the spherical space; the results achieve better computational
cost than the previous approach, but the rotation-equivariance is affected.

Continuous sampling approaches reach competitive accuracy and rotation invariant
properties. The main drawback of these approaches is the computation involved to obtain
continuous sampling. For example, Worral et al. need to add a process to maintain the rota-
tion order’s disentanglement that is a product of the combination of complex features [14].
This process leads to increased network size, training time, and network complexity.

2.2. Discrete Angular Sampling

The counterpart of the continuous approach is to use a finite number of angular
samples. Works in this group sample the input by several angles that become a hyper-
parameter of the network. Most of these approaches use a fixed angular sampling adequate
to the application and the dataset. For example, Cohen et al. [17] find a trade-off between
angular sampling and network size. They use a symmetry group composed of 90-degree
rotations and pool over the group. Pooling in the first layers discards important angular
information, as explained in their paper. Usually, using multiples of 90-degree orientation
steps avoid interpolation problems. The main problem is that using only 90 degrees
multiples, the network cannot generalize the data orientation and predict smaller angles.

Several previous works use the oriented filter decomposition with group convolution-
based predictors. To mention some, Sifre and Mallat introduced the Scattering transform-
based networks in [18]. They use Scattering transforms to generate rotation-equivariant
feature extractors. Marcos at al. [19] introduce a CNN architecture encoding rotation
equivariance, called Rotation Equivariant Vector Field Networks (RotEqNet). The network
applies one filter at different orientations and extracts a vector field feature map, encoding
the maximum activation in terms of magnitude and angle. Zhou et al. [20] propose the
Oriented Response Networks (ORN) to have Active Rotating Filters. These filters rotate
during convolution and produce maps with location and orientation explicitly encoded.
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An extension to ORN is the Rotation Invariant Local Binary Networks [21]. The authors re-
place the first convolutional layer for steerable modules that can be inserted into traditional
CNNs. In RotDCF [22], the authors demonstrate the benefits of decomposing the convo-
lution filters leading to implicit regularization and robust representations; they present
results on rotated samples validation up to 60°. The main limitation of these approaches
is the high number of parameters to learn, the computational complexity, and the fixed
number of angular sampling they present.

Follman et al. [23] achieve rotational invariance by rotating the filters and then back-
rotating the generated feature map by the negative angle of the filter. Weiler et al. [24]
introduces the rotation-equivariant CNN with learnable steerable filters. Their SF-CNN
allows choosing an arbitrary angular sampling. The idea of learning steerable filters
inspired layers based on the Gabor filter bank [25]. Whereas the obtained accuracy is
very competitive, the authors present results only for four different orientations, and the
number of parameters increases to almost 2 million parameters on the MNIST dataset.
While these approaches introduce a lower sampling complexity, they do not provide the
roto-translational space to achieve equivariance or angular prediction.

Oyallon and Mallat [26] first present the roto-translational feature space; in their work,
they use a non-trainable Scattering transform oriented feature space. Nevertheless, they
do not use these oriented feature space properties to obtain an angular prediction. To the
best of our knowledge, the first work that uses a translating predictor over an oriented
feature space is from Rodriguez et al. [27]. In their work, they use the Scattering transform
for the orientation filter decomposition. They apply a predictor to the roto-translational
feature space to make the input’s angular prediction. The accuracy of both of these works
is deeply affected by the non-trainability of the Scattering filters involved in the oriented
filter decomposition stage.

Our prediction model uses a set of features generated by one mother filter. These
features, oriented and ordered, form a representation space where translation covaries
with the input rotation. A subsequent predictor scans over this representation space and
predicts the class and angle of the input. As the rotation invariance is the product of the
feature space’s roto-translational properties and not of the translating predictor, the shared
weight predictor keeps a small footprint in the network. Using this approach, the user can
select the angular sampling as a network hyper-parameter to adapt the angular resolution
to the user’s needs.

Furthermore, in the literature we can find references that study the vulnerability of
networks based on sampling techniques [28]. In the case of angular sampling techniques,
this would mean losing orientation information caused by the attack. The worst case would
result in the network’s accuracy reduction or the loss of rotation invariance properties.
The oriented sampling and shared weight predictor presented in this work make a possible
solution against these attacks as the predictor learns from each translation and becomes
rotation sensitive. If an oriented wavelet is missing, the predictor has enough information
from the complete filter ensemble and the other translations to complete the inference.

In the following section, we present the methodology in which we base our rota-
tion invariant network. We detail how we obtain a roto-translational feature space and
how the shared weight predictor is applied to the feature space to obtain the class and
angle prediction.

3. Methodology

In this work, we propose a convolutional network architecture (Figure 1) with rotation-
invariant properties and prediction of the angle without angle labels. With rotation-
invariant properties, we refer to the network’s capability to correctly predict the class
despite the orientation of the object in the input. Furthermore, it can predict the angle by
fostering the angle information from the relative position of the network’s inner filters.

For easier understanding, we divide the intuition behind the network into two parts.
First, the generation of a feature space that translates with respect to the rotation of the
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input image (roto-translational feature space) (Figure 1 upper row). Second, a predictor
that scans the generated roto-translational feature space and outputs a prediction for each
of the translations (Figure 1 lower row). The result of these two processes is a probability
distribution that contains a prediction for each translation. Then, the class is obtained from
the prediction, and the angle from the relative position of the maximum predicted class.

Figure 1. Rotational Invariant CNN architecture. Input is class number 4 rotated 90° clockwise.
(N = 8, K = 10 convolutions in (c,e) scan each place with shared weights).

3.1. Oriented Representation Mapping

Oriented representation mapping is the result of two operations: oriented components,
based on wavelet theory [29], and re-orientation of such components. First, we start by
obtaining a set of oriented components from the input image x (Figure 2a). An oriented
component is obtained by the product x× gϕ where ϕ is the orientation of an oriented edge
detector g. Furthermore, we have a set of orientations such as i = 0, . . . , N, with N ∈ Z+

where N is the number of orientations in which we want to decompose the input image.
This means that the set [x× gϕi ] contains N oriented components (features) of the input
image x. Furthermore, we can define dϕ = 2π/N as the angular sampling magnitude in
degrees for a filter with periodicity 2π. Then the orientation of the filter in the position i
position is ϕi = 2πi/N.

Is straightforward to see that the input image x of size [m, n] is decomposed in N oriented
components of the same size generating a feature space with size [m, n, N] (Figure 2b). This
can be observed in Figure 2b where each feature is an oriented component in the angle ϕi.

Second, let ρϕ be a transformation rotating the support by the angle ϕ. Then we
compensate the rotation by rotating the support −ϕi degrees. This re-orientation results in
all the feature components to be aligned to the referential orientation ϕ0 (Figure 2c).

Then we can define Φ(x) as an oriented feature representation of x:

Definition 1 (oriented feature representation). Let Φ be a mapping Φ : Rm×n → Rm×n×N ,
and Φ(x) a feature representation of x

Φ(x) = [ρ−ϕi (x× gϕi )] (1)

containing oriented components of x, and re-oriented to align with the referential orientation ϕ0.



Electronics 2021, 10, 139 6 of 14

Figure 2. Oriented mapping. First, the image is decomposed by a set of N oriented components.
Second, the result is re-oriented to the reference. This becomes a roto-translational feature stage.

A cyclic permutation of the elements in the axis N of the oriented features Φ(x) is then
observed. This permutation τ is cyclic with period equal to N and the last element replaces
the first one. We refer to this permutation τ as translation, and τi denotes a translation over
the filters in the N axis of i times. The same oriented features i = {0, 3, 5} in Figure 3c are
located at i = {1, 4, 6} when the input x rotates dϕ (Figure 3f).

As a consequence of the oriented decomposition of the input (x× gϕi ) and the re-
orientation (ρ−ϕi ) the oriented features in Φ(x) translate i times following idϕ magnitude
(Figure 3). Experimental results demonstrate that the transformation ρ−ϕi is necessary to
obtain a roto-translational feature space. Without this transformation the oriented feature
space does not translate and the prediction accuracy is heavily affected.

The oriented components of the input can be obtained with several approaches.
Previous works [27,30] used the Scattering transform and Steerable filters. We propose the
usage of trainable Gabor filters that can offer a higher degree of freedom to fit the data.
The implementation aspects of trainable Gabor filters are explained in the next section.
Furthermore, in the result section we compare the Steerable filters approach with the Gabor
filters generation of the oriented features.

m
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n
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Figure 3. Oriented representation mapping to obtain roto-translational feature space. Left side:
Up-right oriented input (a), and the oriented components (b) generate a translating output product
of the rotation compensation (c). Right side: Rotated input (d) and the oriented components (e) with
output translated by one space over axis N (f).

Gabor Filters

Gabor filters offer a higher degree of flexibility than previous works ap-
proaches [27,30], especially in the sense that the angular and frequency selectivity can
be learned independently; they can generate an oriented feature space and trained to fit
the training data. A 2D Gabor filter can be defined as an oriented sine (imaginary part of
the filter) or cosine (real part) modulated by a 2D Gaussian function [31]. The shape of the
Gabor function is defined by the frequency, the orientation of the sinusoid, and the scale of
the Gaussian function [32].
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Consider the rotation matrix in 2D space:{
xϕ = xcos(ϕ) + ysin(ϕ)

yϕ = ycos(ϕ)− xsin(ϕ)
(2)

Let σx and σy divide the rotation matrix by their magnitude:

r1 =
xϕ

σx
; r2 =

yϕ

σy
(3)

We obtain the respective real and imaginary components of the Gabor function in
which σx corresponds to the filter’s angular selectivity and σy to the frequency selectivity
of the filter.

Greal(ϕ, σx, σy, f , x, y) = e
r12+r22

2 cos(2π f xϕ) (4)

Gi(ϕ, σx, σy, f , x, y) = e
r12+r22

2 sin(2π f xϕ) (5)

The parameters σx, σy, f become trainable parameters of the network and are updated
by the back-propagation algorithm (Figure 4). Recalling ϕi as a list of N orientations, Gabor
filters can generate an oriented filter g separated in real and imaginary components.

Real Imaginary

F = 0.01 0.1 0.2 0.4 0.01 0.1 0.2 0.4

Figure 4. Gabor filters. Real and Imaginary parts of the Gabor filter ensemble for different frequencies
using Equations (4) and (5) with σx = 2, σy = 2, ϕ = 0.

The presented Gabor methodology then generates an oriented filter bank gϕi with a
set of orientations ϕi that allows the extraction of the oriented components of the input
by the convolution operation x× gϕ (Equation (1)). We implement this operation as a
2D Convolution with as many Gabor filters as orientations N. Each one of these filters is
oriented as ϕi and the shape is determined by the Equation (4) (for the real part filter bank)
and Equation (5) (for the imaginary part).

The wavelet re-orientation stage (ρ−ϕi ) is then applied to these oriented components
to obtain the oriented components re-oriented to the referential orientation ϕ0. This means
that each filter gϕ of the bank is rotated by a fixed angle −ϕi calculated by its position i
on the bank using bilinear interpolation. As consequence of this Gabor methodology we
obtain a roto-translational feature space (Figure 3). The number of oriented components is
then defined as a network hyper-parameter, hence the user selects the number of oriented
components N that conform the oriented feature space. In this work, we present different
N values and results with N = 16.

3.2. Feature Extraction

The most typical feature extraction stage in the literature is stacked convolutions with
increasing filters over the depth. Usually, these convolutions are followed up by a batch
normalization operation and activation. The feature extraction stage has recently moved
to architectures that contain connection skipping and the depth of hundreds of layers.
Following the state-of-the-art implementations, we connect the feature extraction stage to
the representation mapping’s oriented feature representation.

This feature extraction stage’s main challenge is to preserve the roto-translational
feature properties of the oriented feature space. As the translation occurs in the extra
dimension of size N, we apply the feature extraction to the feature space dimensions that
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do not have translation [m, n]. This means that input x gets decomposed in oriented com-
ponents by a set of oriented filters (previous subsection) and generates a roto-translational
feature space with shape(m, n, N, channels) where shape refers to the dimensions of the
space. To preserve the translation axis, then the feature extraction is applied to the m, n,
and channels axis (Figure 1c). A straightforward way to obtain this is with a 3D Convo-
lution with a window size of one in the translation axis, for example, with shape(3, 3, 1)
for a square kernel support of size 3. This implementation way allows the convolutional
backbone to extract and refine the feature space’s useful features in the same way as the
feature extraction stages from the state-of-the-art architectures.

Gabor filters output two channels, the product of the real filter response and the
imaginary filters response. Furthermore, it can be possible for the Gabor filters approach
to use more than one mother filter and generate as many pairs of real and imaginary
filters as necessary. Nevertheless, in this work, we have used a single mother filter in all
the experiments.

If observed, this feature extraction convolutional backbone is applied to a 3-axis tensor
shape(height, weight, channels). The current state-of-the-art networks use a similar shape
as the network’s input. This opens the possibility of changing the convolutional backbone
to a known state-of-the-art architecture such as ResNet. While the convolutional backbone
reaches state-of-the-art results on the MNIST dataset, a more robust backbone is needed for
more challenging datasets such as CIFAR-10. To prove this, we propose applying a ResNet
backbone to the oriented feature space to extract and refine the features. The translation
is then preserved on the additional axis as the backbones’ convolution window does not
affect this dimension.

State-of-the-Art Architectures as Backbone (ResNet)

The output shape of the Gabor filter approach opened a new possibility to explore:
exploring the usage of state-of-the-art backbones (i.e., ResNet). If the connections are
managed correctly, it opens the possibility to use a known network as a plug and play
backbone of the rotation invariant network. In other words, it is possible to use these
networks potential to refine the features (Figure 5).

Figure 5. The backbone feature extraction is applied to each filter of the oriented feature space.
ResNet used as backbone example. Output is a translating feature space. (Image blocks with N = 8).

The first challenge is to adapt the shapes and connections between the custom Gabor
layer and the possible backbones. Usually, networks have an input with shape(width,
height, channels). This means that the expected input of these networks are not prepared
for the dimension N containing the orientations product of the Gabor layer. One way to
achieve this shape adaptation is to use the backbone predictor on each one of the filters
(apply it on one orientation instead of the complete translation of size N) (Figure 5c). Then,
concatenate the outputs and apply a translating convolution hence obtaining the same
behavior of having a prediction for each position on the roto-translation feature space.
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Several questions could arise when following this methodology. First, the roto-
translational properties of the feature space are preserved on the architecture. This is
possible because the backbone network is applied to each filter individually and the posi-
tion of the filter is preserved in the output of this layer.

Another concern comes in the form of the size of the network. As we use a backbone
network, the number of trainable parameters increases quickly. For example, using a
ResNet20 with 438 k parameters multiplicated by 16 orientations would mean about 7
M trainable parameters. Sharing weights allows the backbone to learn from the different
orientations and be implemented once in memory hence keeping the network size constant
for any number of orientations N.

This means that the network could be benefited from the usage of any state-of-the-art
backbone network instead of the convolutional backbone presented previously. With this
the network is able to predict class and the angle without any angular labeling on the
training stage. As the network with this backbone is complex enough, we opted for testing
ResNet backbones on the CIFAR-10 dataset.

3.3. Translating Predictor

As a result of the input decomposition presented in the last section, we obtain an
oriented feature representation space. This oriented feature space contains ϕ features
ordered in increasing magnitude. As a consequence of this transformation, the feature
space translates over this depth axis of size ϕ in a cyclic form.

When we rotate the input x the oriented feature is translated i spaces over the N axis.
The translation of the filters is proportional to the magnitude of the input’s angle and
covariates following idϕ. This means that for any input rotation a translation i exists in
the oriented feature space up to ±dϕ. Then is possible to find a translation for an almost
unrotated version of the input.

It is possible to find the position i corresponding to the almost unrotated version of
the input using a cyclic convolutional predictor over the feature space. This predictor
with an attention window of size N reads each translation τi and obtains a prediction for
each position i. Hence, the predictor will output a higher probability on the translation
i that corresponds to the unrotated input (the same orientation of the training samples).
Consequently, the linear distance of the position i where the maximum probability is
obtained to the reference orientation becomes the input angle idϕ.

A straightforward way to implement this cyclic convolutional predictor is to pad the
feature space by itself and then applying this convolution over the translation N axis. This
is implemented as a 3D Convolution with a kernel size of (3, 3, N) that scans each one of
the translations τi. Then a fully-connected layer with size K (number of classes) generates a
class prediction for each one of the translations τi (Figure 1e). The number of classes K is
determined by the problem and dataset used in training (i.e., MNIST contains ten classes
K = 10 one for each digit in the dataset).

The output contains N predictions in the form of a probabilistic distribution with
a higher value on the translation τi corresponding to almost the same orientation of
the input with slightly lower values at the neighbor positions of the maximum value.
A max-pooling operation over the N axis and the K axis outputs the angular and class
prediction, respectively (Figure 1f). This max-pooling operation over the output reinforces
the convolutional shared predictor on the correct orientation while not updating it at the
other orientations. This implementation model allows the proposed prediction model to
have rotation-invariant properties angular prediction.

In conclusion, following this method, we obtain a convolutional neural network with
rotation invariant properties. This network can predict the input class and angle. The angle
is predicted using the relative position i, where the highest prediction is present. As this
position is proportional to the rotation of the input (roto-translational feature space), then
the angle can be fostered from the translation information (idϕ).
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This work presents results with two alternatives for the oriented feature space and
results with two different backbones: convolutional and different sizes of ResNet. In the
following section, we describe the results obtained on the MNIST dataset and CIFAR-10
dataset and compare them with the state-of-the-art approaches.

3.4. Memory-Footprint vs. Data Parallelism

One of the main advantages of this approach is the capability of selecting between
memory-footprint and data parallelism. Our network uses a set of shared weights convolu-
tions for the feature extraction and for the translating predictor explained previously. This
means that the number of parameters is kept low while keeping high accuracy. A closer look
at the data dependency between the layers demonstrates that each filter can be processed
independently, speeding up the inference process.

For the inference step, instead of a shared weight convolution scanning each filter
position, we can implement N instances of the feature extraction and translating predictor
and process each position i in parallel. This would mean an increase in the memory size
of N times the operation size but speed the inference time N times. An HPC center with
several cores could run each orientation in a core as the memory is usually not a limitation
in these devices.

On the other hand, the user could select to implement the feature extraction and
translating predictor as a single instance scanning each orientation i. This would mean
a low-footprint network (10 k learnable parameters) at the expense of augmenting the
inference time N times.

The network flexibility between memory footprint and parallelism would allow
benefits on several applications. Usually, neural networks require large amounts of on-
chip memories that occupy significant chip area, making impractical their realization
on small footprint devices [33]. Shared weights and the presented methodology allows
the implementation of the network in these limited memory embedded devices. For the
parallelism, there exist some efforts on deeply pipelined multi-FPGA implementations [11]
which could benefit both from the low-footprint size and to run in parallel pipelines.

4. Results

We evaluate different options for the proposed stages of the architecture. For the
oriented feature generators we test Steerable and Gabor filters on the MNIST dataset,
and for the feature extractors we test convolutional and ResNet on CIFAR-10 dataset.
To test rotational-invariance we train the network with up-right samples (all the samples in
the same orientation) and validate with randomly rotated samples. We train the network
for 200 epochs using the Adam loss function on a Titan Xp GPU with 16 GB VRAM;
unless noted the angular sampling is N = 16. This N value allows a direct comparison
between our approach and state-of-the-art approaches but can be changed by the user as a
network hyper-parameter.

4.1. MNIST

For the MNIST dataset we have trained the network using up-right samples and
validated it on randomly rotated samples. This type of validation ensures that the rotation
invariance property is adquired by the network. We present results using two different
oriented feature filters using Steerable filters and Gabor filters approaches.

We present the rotation-invariant approaches in Table 1. The presented results include
the cases when the network is trained on up-right samples and validated on random
orientations. Some of the presented approaches obtain the rotation invariant property by
increasing the number of parameters over 100 k. Usually, they are group-convolution-based
approaches that lose the orientation of the input to ensure the invariance. Instead, we
preserve the orientation as a different axis of the network and use it to predict the angle.
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The nearest approach in parameter terms is Covariant CNN [27] with lower accuracy;
this is mostly due to the static nature of their scattering filters approach instead of trainable
ones like the presented on this work.

Table 1. Obtained error rate MNIST dataset (training: up-right/validation: rotated).

Method Error Rate # Parameters

ORN-8 (ORPooling) [20] 16.67% 397 k
ORN-8 (ORAlign) [20] 16.24% 969 k

RotInv Conv. (RP_RF_1) [23] 19.85% 130 k
RotInv Conv. (RP_RF_1_32) [23] 12.20% 1 M

RotDCF (60 degrees) [22] 17.64% 760 k
Spherical CNN [15] 6.00% 68 k

Icosahedral CNN [16] 30.01% n.c.
RI-LBCNNs [21] 25.77% 390 k

Covariant CNN [27] 17.21% 7 k

RIN (Steerable + Convolutional) (this paper) 2.05% 42 k
RIN (Gabor + Convolutional) (this paper) 1.71% 9 k

As observed in Table 1 the Gabor filters approach has a lower number of parameters
while achieving higher accuracy (best values are depicted in bold); this is mostly caused
by the degrees of freedom of this approach. The Steerable filters need to be circular to
keep their steerability properties while the Gabor ones have better angular and frequency
selectivity. Our results demonstrate the capability of the added functions to endow with
rotation invariance and angular prediction properties to neural networks. Furthermore,
the number of parameters has been kept lower than 10 k.

4.2. CIFAR-10

We tested the capability of our approach on the CIFAR-10 dataset. We opted for
Gabor Filters as oriented filters decomposition function because it showed better adaptive
capabilities and have higher degree of freedom. We tested two different feature extractors:
convolutional and ResNet.

For the first one, the convolutional feature extractor, we have three 2D Convolution
stages with filters number increasing with the depth. Each one of the convolutional stages
is followed up by a BatchNormalization layer following the state-of-the-art implementa-
tions. The convolutional feature extractor shows error rate up to 28% with 238 k learned
parameters. Increasing the number of filters, hence the number of trainable parameters,
shows no improvement over this point. In conclusion, higher number of filters in the
convolutional feature extraction approach tend to overfit the dataset quickly.

For the ResNet feature extractor, we test different depths of the network; with
ResNet20 we obtain 21% error rate and preserve the rotation invariance properties. Having
more layers on this type of feature extractor did not improve the error rate further than
21%; this means that the network tend to overfit quickly with deeper feature extractors.

Table 2 condenses the results with Gabor oriented filters and these two different feature
extractors (best values are depicted in bold). We compare these results with previous state-
of-the-art implementations on CIFAR-10 dataset when trained on up-right and validated
on randomly oriented samples. In general, we observe an accuracy increase over previous
methods (Figure 6a) with both approaches. For both feature extractors (Convolutional,
Gabor) we find the same error rate with approximately 240 k parameters; more filters in
the convolutional feature extractor did not improve the error rate. Nevertheless, ResNet
improves the error rate by 6% until 21% error rate is reached. When comparing the ResNet
feature extractor with the original ResNet (Figure 6b) we observe that our proposal achieves
rotation-invariance having around 80% accuracy; the original ResNet20 accuracy drops
when tested with non-upright samples. Increasing the number of orientations N > 16 did
not result in an increase on accuracy.
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Figure 6. Accuracy values forthe proposed architecture on CIFAR-10 (training: up-right/validation: rotated).

Table 2. Obtained error rate CIFAR-10 dataset (training: up-right/validation: rotated).

Method Error Rate # Parameters

RotInv Conv. (RP_RF_1) [23] 55.88% 130 k
ORN [20] 59.31% 382 k

RP_1234 [17] 62.55% 130 k

RIN (Gabor + Convolutional) (this paper) 37.60% 93 k
RIN (Gabor + Convolutional) (this paper) 28.69% 238 k
RIN (Gabor + Convolutional) (this paper) 33.25% 586 k

RIN (Gabor + ResNet8) (this paper) 27.68% 243 k
RIN (Gabor + ResNet14) (this paper) 27.34% 341 k
RIN (Gabor + ResNet20) (this paper) 21.10% 438 k
RIN (Gabor + ResNet26) (this paper) 21.50% 537 k

5. Conclusions

In this paper, we propose a prediction model based on an oriented feature representa-
tion mapping and a translating predictor. The concatenation of these two allows the usual
convolutional networks to obtain rotational invariance properties. The oriented features
have roto-translational properties between the input and an additional axis proportional to
the angular sampling of the input. The translational predictor uses the translating feature
space to obtain a set of probabilities for each possible discrete orientations of the input.
The maximum value of this set contains the prediction for the class and orientation.

We present results obtained with different oriented features mapping as Steerable
and Gabor filters for the MNIST dataset. The mapping generated by Steerable filters
demonstrates to increase the accuracy results compared to previous state-of-the-art imple-
mentations on the MNIST dataset; their main drawback is the circular shape that limits the
filter flexibility to adapt to the data. Gabor filters present higher flexibility than Steerable
ones; with Gabor filters, one can either prefer a better angular or frequency selectivity.
Results on the MNIST dataset show a slight reduction of the error rate (Steerable: 2.05%,
Gabor: 1.71%), with the Gabor implementation being almost five times smaller than the
first one. These results demonstrate the limited capabilities of the Steerable filters to fit
the data. Both of these approaches outperform the previous Scattering approach error rate
of 17.21%.

This reduction in the model’s size opens the possibility to use these networks in
low-memory devices like embedded devices or smartphones. For example, aerial/satellite
imagery applications on UAV could be benefited from low-footprint rotation-invariant
networks opening the possibility of inference on-site. Furthermore, the reduced model
represents an enhancement in energy reduction for reduced training time and less memory
access on the inference. The obtention of these results without data augmentation also
opens the possibility to focus on developing efficient networks and using the inner filter
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resources adequately. One example of this is the usage of the relative position of the filters
to obtain rotation invariance properties and angular prediction without angle labels.

Furthermore, we tested the proposed prediction model with different feature extrac-
tors: convolutional and ResNet. In both cases, we use the headless architecture (feature
extraction stage). To validate these feature extractors, we trained them on the CIFAR-10
dataset. Both implementations outperformed (Convolutional: 19.98%, ResNet:11.95%)
previous state-of-the-art error rates when trained and validated on up-right samples. Fur-
thermore, these implementations demonstrated to acquire the rotation-invariant properties
and angular prediction capabilities described in the paper.

The low footprint of the presented work opens the possibility for implementation in
embedded, mobile, and other resource-limited devices. As this model offers the flexibility
between memory footprint or multi-thread parallelism, it allows to target the hardware
efficiently when more cores are available (e.g., HPC centers) or memory-constrained
hardware (e.g., FPGA, single-board computers). In the end, this means better resource
usage and energy consumption reduction for inference. In future works, we expect to test
the model with other state-of-the-art feature extraction stages and validate the rotation-
invariant properties in harder datasets as faces or food. Furthermore, a deeper analysis of
the multi-threading advantages and memory constraints are expected in the near future.
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