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Abstract

In the current energy transition context, one of the most promising technological solutions to

the main complication of the Power-to-Gas process, namely, the supply of carbon dioxide, is

to temporarily store carbon dioxide in underground facilities such as salt caverns. However,

despite extensive studies on the thermodynamic characteristics of carbon dioxide, the way

this gas behaves in a salt cavern has never been described. Such information is essential to

enable efficient monitoring of a cavern in accordance with the power demand. This article

aims to provide a first analysis of the behavior and specificities of storing carbon dioxide

in a salt cavern and subsequently compare the storage behavior of carbon dioxide to that

of methane, which is already well known. The comparison is first achieved numerically

by simulating the predictive thermodynamic behaviors of both products under different

contexts: despite some similarities, no relevant analogy can be easily established between

carbon dioxide and methane. The main reasons explaining the different behaviors of the two

products are related to their critical point and their capacity of interactions with brine. This

last observation is also investigated experimentally by reproducing a cavity at the laboratory

scale according to the Pressure-Decay method. The performed experiments show that the

phenomenon of mass transfer from dissolution creates a drop in the gas pressure, which is

too substantial for carbon dioxide to be neglected. This pressure drop must be accurately

characterized to avoid any confusion with pressure drops induced by leakage anomalies in

practice.
Keywords: Salt cavern; Carbon dioxide; Underground storage; Thermodynamic behavior;

1

© 2019 published by Elsevier. This manuscript is made available under the CC BY NC user license
https://creativecommons.org/licenses/by-nc/4.0/

Version of Record: https://www.sciencedirect.com/science/article/pii/S0306261919305112
Manuscript_56efdd7bd092b6f2e4ae99660edc7e85

https://www.elsevier.com/open-access/userlicense/1.0/
https://www.sciencedirect.com/science/article/pii/S0306261919305112
https://creativecommons.org/licenses/by-nc/4.0/
https://www.sciencedirect.com/science/article/pii/S0306261919305112


Mass transfer; Kinetics of dissolution

1. Introduction

In the current energy transition context, the development of new massive energy stor-

age concepts is required to solve the uncontrolled intermittency problem characterizing the

energy produced from renewable resources, and make these resources economically viable.

Different technologies for energy storage have been proposed, including batteries, flywheels,

supercapacitors, or the transformation of the produced energy into a more storable form,

including kinetic, potential or chemical energy [1].

Among these solutions, the temporary gas storage is one of the most suitable energy stor-

age solutions at the industrial scale, according to Bauer et al. [2]. Currently, the best-known

existing technologies are the CAES (Compressed Air Energy Storage) and PtG (Power to

Gas) processes, which are both based on excess electrical energy. The CAES principle

consists of using compressed ambient air as a working fluid that is stored in underground

reservoirs and expanded in turbines when needed to restore the electrical energy (see Cav-

allo [3], Succar and Williams [4], or Budt et al. [5]). The aim of the PtG process is to

convert excess energy into a chemical energy carrier that is easy to store in reservoirs, as

described by Lehner et al. [6], Götz et al. [7], or by ADEME [8]. The most developed

process successively produces hydrogen (H2) and synthetic methane (CH4) that result from

the electrolysis-methanation transformations, which require large quantities of water (H2O)

and carbon dioxide (CO2). However, a potential weakness of the PtG concept lies in the

CO2 supply: the concentrated sources of CO2 captured from energy-intensive industries and

from biogas could be insufficient to meet the considerable demand. Solutions involving the

hybridization of the PtG concept with a chemical looping combustion [9] or an oxy-fuel com-

bustion [10],[11] have been proposed. Some ongoing projects intend to couple the oxy-fuel

combustion to the PtG concept to create a closed loop technology called EMO (electrolysis-

methanation-oxy-fuel), as described by Bailera et al. [12] or by the ANR [13]. In such a
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process, oxygen (O2) generated during the electrolysis phase is stored for reuse in the CH4

oxy-combustion whereas CO2 resulting from the CH4 oxy-combustion phase will be used to

feed the forthcoming methanation process during the next storage phase. Therefore, the

EMO technology requires the possibility to store massively and recover both O2 and CO2,

besides CH4.

This article must thus be regarded in this context of the development of new energy

storage processes because these processes require large-scale reversible storage facilities for

the working fluids. Underground reservoirs are probably the optimal solutions to perform

this function, as they offer the largest storage capacities (referring to Aneke and Wang

[14]) and are expected to be cost-competitive [15]. There are currently two main types of

underground reservoirs for fluid storage: porous media reservoirs where the fluid is stored

in the pore space, and rock caverns in which the fluid occupies the free space which results

from hard rock excavation or rock solution-mining. Although porous media reservoirs have

the largest storage capacities, such reservoirs do not function as well as rock caverns for

temporary underground storage because the flow rates of injection-withdrawal operations

are limited by the rock permeability, which reduces the flexibility of storage in porous media

reservoirs and the corresponding adaptability to the needs of renewable energy management.

For this reason, the present study focuses on underground storage in rock caverns, which

behave such as pressurized vessels, and especially on underground storage in solution-mined

caverns, as these caverns offer the best flow rate capacities, as confirmed by Procesi et al. [16].

Underground storage in rock caverns is a mature technique that has been used for several

decades for liquid hydrocarbon and natural gas storage and as CAES plants. Nevertheless,

recent projects (such as energy storage concepts like those based on EMO) intend to store

underground new products, such as CO2, whose behaviors in such conditions are not yet

known.

To the best of the authors’ knowledge, the temporary underground storage ability of

CO2 has never been studied, except in the article by Solomon et al. [17], in which an

“intermediate” storage of CO2 was investigated. Nonpermanent storage of CO2 has not been

considered in the literature, as can be deduced in [18], where this application for CO2 storage
3



Figure 1: Schematic illustration of the cavern storage facility during the successive phases of leaching,

debrining and gas storage operations [24]

is omitted. The underground behavior of CO2 has been widely studied (examples are given in

the works of Bachu [19], De Silva et al. [20], Spycher and Pruess [21], or Ahmadi and Chapoy

[22]), but these studies were conducted in a context of long-term sequestration projects and

in other geological formations, as explained in [23]. These works can be considered as only a

baseline for the present study, as they do not consider some of the thermodynamic aspects

inherent to temporary storage. Indeed, in contrast to permanent storage, temporary storage

aims to store a product and to recover a large part of the product at any time. This recovery

aspect is essential, as any nonrecoverable amount of product corresponds to a loss in the

global energy storage process. For this reason, temporary gas storage must be considered not

only in terms of capacity, but also of recoverability or maximum transferable mass during

injection-withdrawal cycles. The stored product is hence submitted to regular compression-

relaxation cycles due to the operations applied on the storage.

The storage history simultaneously includes the succession of performed operations and

the process of cavern creation (see Figure 1). The solution-mining process consists of the

injection of fresh water, at the depth of the salt formation and the withdrawal of the brine

through a well composed of concentric tubes. In addition to the dissolution of the salt, which
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is replaced with the brine, the insoluble inclusions embedded inside the rock formation may

accumulate at the bottom of the cavern. At the end of the leaching phase, the filling phase

begins and the brine is withdrawn from the created cavern, by using a process that depends

on the kind of product that will be stored in the cavern. For gas storage, the debrining

process consists of the injection of gas through the annular tube, which “pushes” out the

maximal amount of brine through the central tube, so that the cavern gets the largest

operational volume. The residual thermo-mechanical effects induced during the leaching

and debrining steps are likely to impact the thermodynamic conditions of the storage, and

consequently, the global behavior of the cavern.

Furthermore, as the debrining operation is not able to withdraw the whole volume of the

brine, a residual part of this phase remains at the bottom of the cavern. Consequently, 3

different immiscible phases can coexist within the cavity during its whole life span: the stored

fluid (CO2 in the present case), the brine and the insoluble materials (see Figure 2). These

phases interact with each other, exchanging mass and heat, depending on the considered

products. The thermodynamic conditions of storage can potentially be affected by this

interaction. Therefore, the impact of this interaction on the behavior of the cavern must be

well characterized, especially for fluids exhibiting high solubility in brine like CO2.

¬

­
®

¯

¬ Stored gas

­ Residual brine + Dissolved gas

® Residual brine + Dissolved gas
+ Insoluble materials

¯ Rock salt surroundings

Figure 2: Schematic illustration of the salt cavern storage model [24] adapted for CO2 storage

Being able to predict the behavior of CO2 within a cavity is a crucial point for storage
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management. From the sizing of the cavity to the elaboration of the most efficient storage

scenarios, storage simulations are required to be compared with the evolutions of the ob-

servable data in practice and to anticipate any potential risks with respect to the cavity.

The monitoring of the cavity is hence strongly dependent on the reliability of the performed

storage simulations. If the metered values of the storage during exploitation do not cor-

respond to the simulation results, the storage management will be much more challenging

because the operators will not be able to quantify the precise amount of product remaining

underground, and may misinterpret the storage data. The goals of this article are to deter-

mine whether large volumes of CO2 can be easily stored within salt caverns, which would

make this facility an adapted solution for the development of EMO process at the industrial

scale, and to determine which particular phenomena related to CO2 storage must be studied

beforehand and potentially taken into account for the operational phase of the project.

Regarding the complexity of simulating such a system and the complete lack of data

to corroborate any result, a preliminary way to model the behavior of CO2 storage is to

assume that the storage of CO2 behaves similarly to that of other well-known products.

For this reason, this study is in the form of a comparison of the thermodynamic behaviors

under the same storage conditions of CO2 and CH4 which is probably the most well-known

product stored in salt caverns. CH4 is hence considered the reference product in terms of gas

storage in salt caverns, due to the large number of studies performed on it (e.g., Bagci and

Ozturk [25] or Serbin et al. [26]) and the strong industrial feedback, which is still missing for

other products studied in this special context such as compressed air storage [27, 28] and H2

storage [29, 30]. It is obvious that both gases will respond differently to the same applied

loadings due to their different intrinsic features, but the noticed differences can reveal the

future points that must be examined before applying CO2 storage in salt caverns in an energy

recovery project such as EMO at an industrial scale. For example, this comparison of the

thermodynamic responses of the storage contributes to answering the question of whether

the monitoring of CO2 storage can be adapted from that of CH4 storage.

The present study must answer the question of whether the CO2 behaves similarly to

CH4 in a salt cavern environment and how the dissolution ability of CO2 into the remaining
6



brine can impact the storage conditions. The paper is organized as follows. Section 2

performs a stepwise comparison of the thermodynamic behaviors of CO2 and CH4 under the

storage conditions in a salt cavern and presents the main differences between both products,

without auguring their importance on the whole storage behavior. Section 3 compares both

products experimentally and focuses on the temporal evolution of the mass transfer of CO2

into the brine, mainly through the characteristic time of this phenomenon.

2. Comparison of the thermodynamic behavior of CO2 and CH4 during storage

The thermodynamic behaviors of CO2 and CH4 during storage are compared in 3 frame-

works: as both products are submitted to idealized transformations (subsection 2.2), as they

are stored underground under geostatic conditions (subsection 2.3) and as they are cycled in

a salt cavern and interacting with the surroundings (subsection 2.4). The equations adopted

to perform these comparisons are first briefly presented in subsection 2.1.

First, the responses of CO2 and CH4 to idealized expansions and compressions are stud-

ied. The considered idealized transformations are the isenthalpic and the isentropic trans-

formations, which both assume that no heat is exchanged with the surroundings. The tem-

perature evolutions are compared, while the enthalpy h and the entropy s of the products

are kept constant respectively. Comparing the behaviors of CH4 and CO2 under both isen-

thalpic and isentropic processes provides a first indication of the thermodynamic response

of CO2 to the different loadings that will be applied to salt cavern storage.

Second, the evolution of the state under which the fluids are stored at geostatic equilib-

rium is presented. This context must specify how the system tends to evolve, particularly

during resting periods, so that the cavern conditions correspond to the surrounding con-

ditions. The equilibrium is defined with the geostatic pressure p∞ and the geothermal

temperature T∞, which are linked to the depth z of the storage (assuming here the linear

dependence of both p∞(in MPa) = 0.022z and T∞(in ◦C) = 13 + 0.025z). Attention is given

to the evolution of the thermodynamic state of each product with respect to the depth and

to the evolution of the solubility of each product into a salt-saturated brine.
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Finally, the gases are studied in a real salt cavern storage context. As the CO2 and CH4

storage periods are expected to be short compared to the evolution rate of the whole cavity,

the global thermodynamic equilibrium is never reached in a salt cavern. The cyclic loading

operations tend, on the contrary, to keep the cavern pressure in a predefined range, depending

on the characteristics of both the well and the surrounding rock. In the case of gas storage,

the cavern pressure remains mostly in the range between 0.2×p∞ and 0.8×p∞. To compare

the behaviors of CO2 to CH4, the same storage scenario and assumptions are applied to

both. The adopted assumptions for CH4 storage provide simulation results that have been

industrially validated; therefore, using these assumptions to build the model of CO2 storage

is likely to reliably approximate the behavior of this gas. Among the 3 presented comparison

contexts, the last framework is obviously the best suited to reproduce the real behavior of

CO2 in salt cavern storage. For this reason, the results of the simulations performed in this

context are used to estimate the losses of gas from dissolution into the remaining brine to

determine whether further investigations about this phenomenon must be conducted.

2.1. Governing equations

The thermodynamic behavior of the gas is described through the equations of state:

among many types of equations submitted in the literature for decades for both CH4 and

CO2, empirical multiparameter equations of state have been used (Setzmann and Wagner

[31] for CH4, Kunz and Wagner [32] for CO2), because of their high accuracy at the tem-

perature and pressure ranges found in salt cavern storage. These equations are based on

the calculation of a dimensionless form of the Helmholtz free energy, which depends on the

temperature and the mass density α(ρ, T ). This function, from which all the remaining state

functions can be deduced by combining its appropriate derivatives, is split into two parts:

α(ρ, T ) = αo(ρ, T ) + αr(ρ/ρc, Tc/T ) (1)

where αo represents the ideal gas behavior and αr represents the residual part that corre-

sponds to the deviation from ideality (Tc and ρc represent the critical temperature and mass

density associated with the considered gas, respectively), which have both been accurately

adjusted for CO2 and CH4.
8



Regarding the chemical equilibrium of the gas with the residual brine remaining within

the cavity, the Duan-Sun model (elaborated by Duan and Sun for CO2 [33] and extended

to CH4 by Duan and Mao [34]) has been adopted rather than other existing models (e.g.,

Spycher and Pruess [21], Akinfiev and Diamond [35] or Mao et al. [36]) because of the adapt-

ability of the Duan-Sun model for both CO2 and CH4 under the thermodynamic conditions

of a storage, despite a deviation for salt-saturated brine estimated at approximately 15%

according to [37],[38]. The equation of the model is presented as follows:

ln(Xg) = ln(φg) + ln(p− pw)− µl(0)
g /RT − 2λg−NaXNa − ζg−Na−ClXNaXCl (2)

where X represents the molality of the chemical species (X is expressed in mol/kg of water,

and the subscript of X represents the considered gas or the ions of the brine) in the brine,

µl(0)
g (p, T ) is the standard state of the chemical potential of the gas into the brine phase,

pw(T ) is the saturated vapor pressure of pure water, the interaction parameters λg−Na(p, T )

and ζg−Na−Cl(p, T ) are empirical functions, and ln(φg)(p, T ) is the fugacity coefficient deter-

mined in this study on the basis of the previously adopted equation of state.

For the thermodynamic problem, the governing equations of the model presented in

Rouabhi’s model [24] are adopted. In the referenced literature, the authors express the

variations in the pressure p and temperature T , which are assumed to be uniform within the

whole cavity from the mass and energy balance equations. They can be written as follows: A11 A12

A21 −TA11


 .
p
.
T

 =


.
W

ΨI + Ψσ

 (3)

In this equation system, A11, A12 and A21 are calculated with the current volume and

the corresponding isobaric thermal expansion factor, isothermal compressibility factor and

isobaric heat capacity of each phase present within the cavity respectively. The last 3

thermodynamic parameters are calculated from the equation of state related to each phase.
.
W , in the mass balance, represents the current cavity volume variation, which is adjusted by

the variations in the partial volumes of the different species. Concerning heat transfer, Ψσ
designates the heat exchanged between the cavern and the surrounding rock salt, whereas
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ΨI = QI(H I − h) represents the heat transferred from the in-going matter, where QI is the

inflow rate, and H I(pI, T I) and h(p, T ) are the enthalpies of the in-going matter and the

matter contained within the cavern respectively.

To perform the coupling with the surrounding rock salt, which is assumed to be a ho-

mogeneous infinite elasto-viscoplastic medium, the calculated pressure and temperature are

used as boundary conditions in the thermomechanical problem in the rock salt, whose gov-

erning equations can be expressed in spherical coordinates as follows:

∂rσr + 2
r

(σr − σθ) = 0

∂2
rT + 2

r
∂rT = ρCσ

Λ
.
T

(4)

where σr and σθ refer to the radial and tangential components of the stress tensor σ respec-

tively, Λ represents the thermal conductivity of the rock salt surroundings, ρCσ designates

the salt volumetric heat capacity, and r = r(r0, t) designates the current radial position of

the material point, which is initially located at r0 ≥ a0, where a0 refers to the initial cavity

radius. Equation 4 is supplemented by a constitutive law describing the rock salt behavior.

As explained by Rouabhi et al. [24] and Labaune and Rouabhi [30], because of the spherical

symmetry and assuming infinitesimal elastic strains, the elasto-viscoplastic constitutive law

can be written as follows:
.
Hr = 1 + ν

E
.
σr −

ν

E
tr( .
σ) + α`

.
T +Dvp

r

.
Hθ = 1 + ν

E
.
σθ −

ν

E
tr( .
σ) + α`

.
T +Dvp

θ

(5)

where subscripts r and θ designate the radial and tangential components respectively, Hr =

ln(∂r0r) and Hθ = ln(r/r0) represent the logarithmic strains in the radial and tangential

directions, E is the Young’s modulus, ν designates the Poisson’s ratio, and α` represents

the linear thermal expansion coefficient. The last term of Equation 5, Dvp, refers to the

viscoplastic strain rate, whose expanded expression is developed in [24].

Numerical simulations based on this model are performed with the code DEMETHER,

developed at MINES ParisTech. This code sequentially solves Equations 3 through 5 at

each time step using a Euler implicit scheme in time and one-dimensional finite elements in

space.
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2.2. Thermodynamic behavior comparison in response to idealized transformations

To perform the comparison, the initial values of the enthalpy h and the entropy s are

calculated under the thermodynamic conditions (p0 = 10 MPa, T0 = 40◦C). These condi-

tions are in the range of pressure and temperature experienced during gas storage in salt

caverns. The comparison is achieved by varying the pressure between 7 MPa and 20 MPa,

which keeps both CO2 and CH4 under either a gaseous or supercritical phase. From Fig-

ure 3, it can be observed that the global responses of both products are similar, even if

the amplitude of the temperature variation due to the loading is lower for CO2 than for

CH4. As both products present positive values of ∂pT (p, h) (Joule-Thomson coefficient) and

∂pT (p, s), it is deduced that CO2 and CH4 tend to cool during adiabatic expansions and

inversely heat during compressions. Consequently, it can be expected that CO2 and CH4

adopt analogous thermodynamic behaviors when they are submitted to real operations of

injection and withdrawal in a salt cavern, which makes the upcoming comparison between

them consistent.
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isentropic transformations at p0 = 10 MPa and T0 = 40◦C
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2.3. Thermodynamic behavior comparison under geostatic equilibrium

One of the most suitable thermodynamic variables to recognize the state of a product

that is stored underground at equilibrium with the surroundings is the mass density because

the discontinuity of the mass density characterizes the separation of the gaseous and liquid

phases. The evolution of the mass densities of CO2 and CH4 with respect to the storage depth

under the underground equilibrium thermodynamic conditions (p∞(z), T∞(z)) is presented

in Figure 4. In contrast to CH4, which remains in gaseous and supercritical states, CO2

can also be found under a liquid phase. The discontinuity in the mass density of CO2

at a 260 m depth (where p∞ ≈ 5.7 MPa and T∞ ≈ 19.5◦C) reveals a difference in its

thermodynamic state: above this limit, both CO2 and CH4 are gaseous whereas below the

limit, the thermodynamic equilibrium in the cavity can be reached only if CO2 is liquid.

This special case is problematic because the storage management of liquid CO2 is different

than of gaseous CO2 (as was expected).

Through the evolution of the saturated liquid-vapor density, another limit occurs at a
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depth of 720 m, which separates the liquid from the supercritical phases. At this depth,

the geothermal temperature corresponds to the critical temperature of CO2. At depths

greater than 720 m, CO2 is in equilibrium with the surroundings under the supercritical

phase presenting mass densities on the order of magnitude of a liquid. The features of CO2

are consequently analogous to CH4, but much more CO2 can be stored for the same volume.

This particularity of CO2 compared to CH4 can be explained by the coordinates of

their critical points. The critical point coordinates of CH4 (pcritCH4 = 4.5922 ± 0.002 MPa,

T critCH4 = 190.564 ± 0.012 K, which were defined by Setzmann and Wagner [31]) are not lo-

cated in the range of the thermodynamic conditions of the storage because of the critical

temperature is too low. Thus, CH4 enters the supercritical state as the geostatic pressure

overcomes the critical pressure, but such a change is not evidenced by discontinuous varia-

tions of the thermodynamic parameters. In contrast, the critical point coordinates of CO2

(pcritCO2 = 7.3773± 0.0030 MPa, T critCO2 = 304.1282± 0.015 K which was provided by Span and

Wagner [39]) are found within the storage range. This finding implies, that, at a considered

temperature lower than T critCO2 , the evolution of the pressure in the cavern must be well con-

trolled to avoid overcoming the gas-saturated pressure, which would trigger an unintended

phase transition.

Assuming the presence of a saturated salty-brine, reaching equilibrium also implies the

dissolution of the gas into the brine. Calculating the gas solubility into the brine with the

Duan-Sun model for both products under the conditions at equilibrium with the surround-

ings, the evolutions of the maximal gas concentrations of CO2 and CH4 are compared in

Figure 5. Regardless of the considered depth of storage, the solubility of CO2 within the

brine is much higher than that of CH4. The change in the slope of the solubility of CO2

shows its transition from the gas to the liquid phase. This finding tends to confirm the

commonly adopted assumption for CH4, which states that the dissolution of CH4 into the

brine is negligible, but it seems excessive to make such an assumption for CO2 without any

more precise study.
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2.4. Thermodynamic behavior comparison in response to real storage operations

This further investigation is achieved by simulating a real storage in salt cavern and ob-

serving the storage response to different loading histories. The loss of gas due to dissolution

into the brine of the salt cavern is calculated via a posttreatment of the numerical results. To

reduce the amount of data, the problem has been reduced as follows: the well is suppressed,

the cavern is assumed to be spherical with an initial radius of 20 m and located at an average

depth of 800 m under uniform geothermal temperature (T∞ = 33◦C) and geostatic pressure

(p∞ = 17.6 MPa). The salt-saturated brine volume is assumed to represent 10% of the

whole cavity, while the volume of the insoluble materials is neglected. Finally, as explained

in subsection 2.1, the mass transfer from the gas to the brine phase is not taken into account

in the calculations. In this illustrative example, the cavern pressure will not be explicitly

imposed, but rather the mass flow rate of the gas during injections and withdrawals. Scenar-

ios are built so that the relative mass variation in the cavernM(t)/M(0) evolves similarly

for both CO2 and CH4. These scenarios consist of annual cyclic loadings, composed of an

injection period and a withdrawal period and separated by resting periods. As no typical
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storage scenario for CO2 in salt cavern is available, scenarios keeping the average mass of

gas per cycle constant are adopted. Many storages of natural gas are managed according to

this rule in practice.

In the first scenario, the mass corresponding to 10% of the initial mass of the gas present

in the cavity under a pressure of 14 MPa is being withdrawn and then successively injected

10

14

18

0 2 4 6 8 10

90

95

100

Pr
es

su
re

(M
Pa

)

C
av

er
n

re
la

tiv
e

m
as

s
(%

)
time (years)

CO2
CH4

Storage scenario

32

36

40

44

0 2 4 6 8 10

90

95

100

Te
m

pe
ra

tu
re

(◦
C

)

C
av

er
n

re
la

tiv
e

m
as

s
(%

)

time (years)

CO2
CH4

Storage scenario

Figure 6: Thermodynamic responses of CO2 and CH4 to the first storage scenario, focusing on the storage

pressure (top) and temperature (bottom)
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and withdrawn. Such a scenario induces different storage behaviors, depending on the con-

sidered stored product (see Figure 6). The average pressure (Figure 6 top) and temperature

(Figure 6 bottom) per cycle in the storage of CH4 are stable throughout the considered

period, which is not the case for the CO2 storage, wherein the average pressure and tem-

perature increases rapidly at the beginning before stabilizing. Beyond this global behavior,

the main difference between the storages of these two products concerns the amplitudes of

the pressure and temperature: CO2 is submitted to larger variations in temperature and

pressure than CH4. Consequently, the maximum value of the pressure cycles overcomes

the geostatic pressure after 2 cycles. This means that storage following such a scenario is

not viable. These high amplitudes are a result of the CO2, which is initially stored as a

supercritical fluid, becoming liquid instead of gaseous as the temperature decreases below

the critical temperature. CO2 is thus almost incompressible, which implies an important

impact on the pressure of any mass density variation. This finding shows that, even if the

storage depth is not located in the domain where CO2 is liquid at equilibrium (Figure 4), the

problem of its thermodynamic state must be carefully handled, as the operations conducted

on the storage differ radically when the fluid is liquid or gaseous. In the present study, CO2

was expected to be stored as a gas, and thus the thermodynamic conditions must never be

so that CO2 is stored as a liquid.

This first scenario tends to indicate that the thermodynamic behavior of CO2 is not

similar to that of CH4 and cannot be predicted through an analogy with another product

stored under the same conditions. Indeed, an acceptable CH4 storage scenario may be

simultaneously unviable for CO2. Besides, the cavern capacity which decreases slowly for

CH4 storage due to the creeping behavior of salt rock declines much more over time if CO2 is

stored. Potential problems of storage capacity can be induced in the medium-long term. At

last, this scenario can also lead to the forbidden case of CO2 phase transition; for instance,

if 15% of the initial mass of CO2 is withdrawn, the phase transition phenomenon occurs

within the cavity. Thus CO2 is sometimes stored simultaneously under both liquid and

gaseous phases. Because of the features of CO2, the storage scenarios must be specifically

built and adapted for CO2, instead of adopting those used for CH4.
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A second scenario is considered that assumes an initial pressure of 6 MPa and begins

with an injection that introduces an amount of 150% of the initially stored gas in the cavern.

As in the first scenario, the maximum temperature per cycle (Figure 7 bottom) increases

during the first cycles and stabilizes later. However, compared to the results of the first

scenario, the amplitude of the pressure cycles (Figure 7 top) is much more restricted for
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Figure 7: Thermodynamic responses of CO2 and CH4 to the second storage scenario, focusing on the storage

pressure (top) and temperature (bottom)

17



0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10

di
ss

ol
ve

d
m

as
s

ra
tio

(%
)

time (year)

CO2
CH4

Figure 8: Calculated ratio of the mass of dissolved gas over the total mass of gas stored in the cavity,

following the scenario presented in Figure 7 and the Duan-Sun model [33]

CO2 and larger for CH4, which makes such a scenario viable for both products and rather

exploitable to estimate the loss of gas from dissolution, as presented in Figure 8.

This figure shows that the importance of gas loss is correlated with the storage history

and can represent up to 1% of the total stored mass for CO2. The amount of gas loss is

higher for CO2 than for CH4, but not as much as expected, according to Figure 5. This

finding is attributed to the greater mass density of stored CO2 compared to that of CH4,

which provides a higher mass for the same storage volume and partly compensates for the

higher mass of dissolved gas.

Two main questions are raised by this figure: why is the CH4 dissolution in the brine so

commonly neglected in practice? Analogously, could the CO2 interaction with the brine also

be neglected? This last question is equivalent to asking if the loss of CO2 from dissolution

are restricted enough not to need to be taken into account in practice, similar to way CH4

is handled. To answer these questions, experiments aiming to reproduce storage in a salt

cavern to study the evolution of the interactions between CO2/CH4 and brine must be

achieved. These issues will be addressed in the upcoming section.
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3. Experimental investigation of the storage behavior of CO2

The goal of this experiment is to reproduce a storage cavity at a laboratory scale and

study the evolution of mass transfer, occurring from the gaseous phase to the liquid phase

over time. The final target is to determine the characteristic time of dissolution of CO2

into the brine, which depends on the conditions of storage and the salinity of the brine, for

comparison with the dissolution of CH4 into the brine. This study is performed to determine

whether the time needed to reach the saturation concentration of the gas into the whole brine

is long compared to the usual storage periods. This investigation is conducted through the

experimental observation of the mass transfer (see subsection 3.1 and subsection 3.2) and a

numerical modeling of the phenomenon (presented in subsection 3.3) so that the results can

be extended to more realistic storage conditions in salt caverns.

The mass transfer is generally characterized by the following parameters: the coefficient

of diffusion and the solubility of the gas into the liquid. Both parameters can be experimen-

tally determined through different methods. Among them, methods based on measurements

in PVT (pressure-volume-temperature) cells are increasingly important. The goal of such

measurement methods is to bring a gaseous and a liquid phase into contact and let a system

{liquid + gas} reach its thermodynamic equilibrium naturally while measuring the evolu-

tion of an external physical parameter, which can be linked to the mass transfer [40]. This

observed parameter can be the pressure in a constant-volume cell (this method is called

the Pressure Decay method), the volume of the gaseous phase contained in the cell under a

constant pressure (see [41]), or the amount of gas added into the system so that the volume

of the cell and the pressure of the gas remains constant (method applied by Haugen and

Firoozabadi [42]). The Pressure Decay method is usually applied to measure the absorption

of refrigerants [43], the oil and gas recovery in reservoirs [44, 45], the swelling of a liquid

phase due to gas dissolution [46], and diffusion coefficients [47]. This method is the most

appropriate method for reproducing storage in a salt cavern, because the isochoric PVT cell

can play the role of an unalterable cavern at the laboratory scale. Some experiments have

already applied the Pressure Decay method to study the mass transfer in several gas-liquid
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systems (especially CO2 and CH4 in pure water, heavy oil and bitumen; for example Gho-

lami et al. [48], Civan and Rasmussen [49], Upreti and Mehrotra [50], and Unatrakarn et al.

[51]), but no study has currently focused on a system {gas - salty brine}. As the solubilities

of CO2 and CH4 in brine are strongly dependent on the salinity, the whole mass transfer

is potentially affected by the presence and concentration of salt, which suggests that the

characteristic time of dissolution is also concerned. However, no data about the evolution

of the interaction of CO2 and CH4 with a NaCl brine over time can confirm this hypothesis.

This gap has been bridged in the present work by applying the Pressure Decay method.

These tests were performed with three salinities of brine: pure water (salt mass fraction

x1 = 0%), mildly salty brine (salt mass fraction x2 = 11 ± 0.1%) and highly salty brine

(salt mass fraction x3 = 22.5± 0.1%) to show the influence of the presence of NaCl on the

mass transfer and try to reproduce the salt-saturated brine remaining in caverns. A highly

salty brine has been used rather than an NaCl-saturated brine (salt mass fraction of ap-

proximately 26%) to avoid the risk of massive crystallization in the tubes and the PVT cell.

In addition to the impact of salt on the mass transfer of CO2 into the brine, the influence

of the brine volume in the cell was also studied by performing experiments with 7 different

brine volumes, varying in a range of V1 = 8 mL to V7 = 85 mL, in the 96 mL cell volume.

In the presented experiments, a hermetically closed cylindrical cell (internal diameter

d0 = 4 cm and height h0 = 8 cm, as shown in the schema in Figure 9) is immersed into a

bath that keeps the internal temperature of the cell constant at T0 = 40±0.2◦C. The pressure

in the cell is measured continuously with a pressure tube (calibrated for the pressure range

of 1 to 50 bar with an accuracy of ±6 mbar). Two platinum temperature sensors are placed

on the top and on the bottom of the cell to ensure that the temperature within the cell

corresponds to T0, especially at the beginning of the test. These temperature sensors were

calibrated for the temperature range of 5 - 75 ◦C with an accuracy of ±0.03◦C. An agitation

apparatus that consists of blades and is controlled by an electromagnetic system is added

within the cell to accelerate the mass transfer. This agitation device is used to only confirm

that the equilibrium between both phases has effectively been reached. At time t = 0,

gas is introduced into the cell as quickly as possible until the internal pressure reaches
20



Degassed
brine

Compressed air

T sensors

p sensor

Heater

Vacuum

G
as

bo
tt
le

(C
O

2/
C
H

4)

Gas
reservoir

Bath

Cell

Figure 9: Schema of the experimental apparatus

approximately P0 = 10.5 bar. The cell is then hermetically closed, and the gas pressure is

regularly recorded until reaching equilibrium (i.e., when the pressure of the system no longer

evolves).

3.1. Experimental behavior comparison of CO2 and CH4 stored in the PVT cell

To make the mass transfer and its evolution more obvious, the tests are performed in the

PVT cell with a brine volume that is much greater than the volume of gas (Vbrine = 80 mL,

which represents about 5 times the volume of gas). These tests have been achieved with pure

water and highly salty brine. The behaviors of CO2 and CH4 are compared in Figure 10,

which confirms that the mass transfer is linked to the pressure drop. This phenomenon is

nevertheless much faster and stronger for CO2, irrespective of the considered brine salinity.

In pure water, the CO2 storage seems to quickly reach its equilibrium (in approximately 4

hours), while the pressure drop at the end of the test for CH4 is still lower than 0.5 bar at

the end of the experiment (its total pressure drop is expected at equilibrium to be greater

than 1.5 bar). This phenomenon tends to be slowed in the presence of salt, due to the

salting-out effect. The equilibrium with CO2 is then reached after approximately 20 hours,
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while the CH4 pressure drop is almost unnoticeable, thus negligible. These observations

conflict with the expectations from the analysis of Figure 8, wherein the mass transfers of

CO2 and CH4 were expected to be similar despite a lower amplitude of this phenomenon

for CH4. However, these observations can consistently explain the assumptions adopted in

CH4 storages: if CH4 effectively dissolves in brine, this phenomenon is too slow to have

an impact on the overall storage conditions and to make it noticeable. Rather than the

weakness of the dissolution process, the slowness of the dissolution process for CH4 explains

why dissolution does not noticeably impact the thermodynamic conditions during storage

periods. In contrast, as the dissolution phenomenon is stronger and faster for CO2 (as shown

in Figure 10), ignoring it potentially induces a noticeable deviation between predictions and

metered values, especially concerning the storage pressure.

3.2. Factors impacting the CO2 pressure drop

A further investigation on the kinetics of the CO2 interaction with the brine in storage

must be achieved to determine whether this interaction is likely to significantly modify the

storage conditions and, consequently, whether this interaction has to be taken into account
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in storage modeling. Indeed, if both CO2 and CH4 were studied within a PVT cell, in

which the brine was in excess (representing 85% of the overall cell volume), in practice, in

a salt cavern, the brine volume should not exceed 10% of the total volume. As the mass

transfer between the brine and the CH4 can be considered too slow to be noticed, the current

investigation focused on only CO2 and its interaction with the brine.

As confirmed in Figures 11 and 12, the amplitude of the gas pressure drop from the

dissolution at infinite time is influenced by the brine salinity and by the volume of brine

remaining within the cavity. During the tests with the brine volume V7 = 85 mL, the

equilibrium state is not reached at the end of testing because an insufficient amount of gas

was introduced. This is not the case in the other tests. This lack of gas induces other

phenomena, which are not in the scope of this article. For this reason, the tests with the

brine volume V7 will not be considered hereafter, and the state at infinite time is assumed

to correspond to the equilibrium state. At the equilibrium pressure, the gas concentration

in the brine is equal to the gas solubility corresponding to this pressure. During the test,

the gas pressure decreases, which reduces the gas solubility but simultaneously increases the
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gas concentration in the brine because of the mass transfer. As the salinity of the brine

and the volume fraction of the brine phase impact the solubility of the gas and the amount

of gas that must be transferred into the brine to reach the saturation concentration, the

equilibrium pressure depends on both of these factors.

On the other hand, Figure 13 clearly shows that the response time to reach this equilib-
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Figure 12: Comparison of the evolution of the gas pressure over time with respect to the brine salinity (x1,

x2 and x3) for brine volumes V6 = 80 mL (top) and V3 = 48 mL (bottom)
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rium state is also dependent on both of these parameters. Through the salting-out effect,

the diffusion of the dissolved gas from the liquid-gas interface to the bottom of the cell slows,

increasing the time necessary to reach the equilibrium, in which the gas concentration cor-

responds to the saturation concentration in the whole liquid phase. The time needed to

reach equilibrium is also increased with the total amount of gas that must be solubilized,

which is related to the volume fraction of the liquid phase. Thus, the importance of both of

these parameters on the rate of the mass transfer must be demonstrated to obtain a reliable

estimation of these data under the cavern conditions.

3.3. Comprehensive study of the phenomena linked to the mass transfer

A simplified model that reproduces the evolution of the gas-liquid interaction is proposed.

This model aims to reproduce the influences of the brine salinity and the volume ratio of the

liquid/gas phases on the mass transfer rate to forecast the duration of the dissolution. This

duration is estimated with the characteristic time of dissolution τr95%, which corresponds

to the time needed for the pressure to decrease up to 95% of the total pressure drop at

25



Gas phase
(CO2/CH4)

Brine
z = 0

Lg

Ll

T=40 ◦C
Pinit=10.5 bar

Figure 14: Schema of the modeled PVT cell

equilibrium.

The model focuses on the liquid phase (see Figure 14) and adopts the following assump-

tions:

• There is no chemical reaction between the brine and the gas;

• The pressure and the temperature, which is kept constant at T0 = 40◦C (as confirmed

with both temperature sensors placed at the top and bottom of the cell), are uniform

within the cell, because of its small size;

• There is no movement of the gas-liquid interface, especially during gas injection, and

thus the interfacial area remains constant throughout the test;

• The brine swelling due to the gas dissolution and the water evaporation into the gas

phase are neglected. Consequently, the volumes of both phases do not vary over time;

• The saturation concentration is defined through Henry’s law formulation csatg = p/H;

• During the tests, carbon dioxide is considered an ideal gas.

The model is based on a Fickian diffusion law, which can be accurately solved with a one-

dimensional formulation. Hence, the mass conservation equation for the dissolved gas in the
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liquid phase can be expressed as follows:

∂cg
∂t

= D
∂2cg
∂z2 (6)

where cg represents the mass fraction of the dissolved gas in the brine and D is the diffusion

coefficient, which is considered to be a constant. Among the different boundary condi-

tions proposed in the literature and summarized by many authors, including for instance

Tharanivasan et al. [52] (boundary condition based on the Dirichlet condition [41, 50, 53],

on the Neumann condition [54] or on the Robin condition [48, 49, 55]), the nonequilibrium

boundary condition at the gas-liquid interface, following Robin condition, has been retained:

−D∂zcg = −K/ρl.(csatg −cintg ), where cintg represents the mass fraction of gas at the gas-liquid

interface (at z = 0), K is the coefficient of mass transfer, and ρl is the mass density of the

brine, which is assumed to depend on only the salinity. Such a boundary condition must

reliably reproduce the mass transfer evolution, because this boundary condition is supposed

to be the closest representation to the physics of mass transfer by including a resistance

coefficient (1/K) to the phenomenon.

Applying Henry’s law and the ideal gas law, the boundary condition, in terms of the evo-

lution of the mass of dissolved gas into the brine, becomes:
.
Mg(t) = AK

(
p(t)/Happ−cintg

)
≥

0, where A is the CO2-brine interfacial area, and ρg is the gas mass density. The closure

of the system is ensured with the equation of the pressure, which describes the gas phase

as follows: .
p = −KappZg/Lg

(
p/Happ − cintg

)
, where Zg is a constant resulting from the ideal

gas law assumption p = ρgZg, since the temperature remains constant throughout the per-

formed tests, and Lg denotes the gas height (Lg = Vg/A, as shown in Figure 14). Parameters

D, H and K are adjusted using the experimental results presented in subsection 3.2. The

calibration is achieved in AppendixA.

As presented in AppendixA, the calibration of Henry’s factor H provides satisfying re-

sults, regarding the literature data. On the other hand, it is more difficult to validate the

results of this second step by comparing the calibrated D and H with the data provided in

the literature for two main reasons: the first reason concerns the lack of data for the ternary

system {H2O - NaCl - CO2} because the brine salinity becomes an additional variable of the
27



Brine salinity H (MPa/mass fraction) D (m2/s) K (kg/s/m2)

x1 = 0% 100 1.4 × 10−7 0.025

x2 = 11% 180 9.0 × 10−8 0.025

x3 = 22.5% 290 5.0 × 10−8 0.010

Table 1: Calibration of the model parameters as a function of brine salinity (expressed in mass fraction of

dry NaCl)

system thermodynamic data, which complicates their descriptions and reduces the number

of data comparable to the calibrated parameters; the second reason concerns the choice of a

Fickian model to reproduce the storage behavior. The comparison with the literature data

can thus be performed for CO2 dissolution in only pure water. For such a system, the values

of the real diffusion coefficient provided in the literature for this system are approximately

2 × 10−9 m2/s, as measured by Perera et al. [56], Lu et al. [57], Cadogan et al. [58], or

Frank et al. [59], which are approximately 2 orders of magnitude lower than the calibrated

value and decrease with salinity [56]. As explained in several publications such as Kneafsey

and Pruess [60], Farajzadeh et al. [61] and Ennis-King and Paterson [62], Fickian diffusion

is not the only phenomenon occurring during CO2 dissolution into brine or pure water.

Other phenomena such as the density-driven natural convection also occur, which reduce

the importance of diffusion in the kinetics of the mass transfer and consequently the diffu-

sion coefficient D. For this reason, the calibrated diffusion and mass transfer coefficients,

which impact the kinetics of the mass transfer, must be considered as apparent because they

result from a calibration of a simple Fickian model and are distinguished from the physical

coefficients, which are intrinsic to the observed liquid-gas systems. In the present work, the

calibrated diffusion coefficient is consistent with the apparent diffusion coefficients provided

in the literature for the system {H2O - CO2} (approximately 2 × 10−7 m2/s [45, 63, 64]),

which confirms the results of the calibration. However, using a more complex model that

integrates all the phenomena occurring during the dissolution and the regimes of diffusion

within the brine is unnecessary, as such an integration implies velocity fields in the different

phases present within the cavity, which are not taken into account in most of the numerical

28



0

2

4

6

8

10

12

14

16

18

0 10 20 30 40 50 60 70 80

C
ar

ac
te

ris
tic

tim
e

(h
)

Brine volume (mL)

0 %
11 %

22.5 %

Figure 15: Average characteristic time of dissolution (in h) as a function of the brine volume and salinity

(expressed as a mass fraction of dry NaCl)

codes relative to gas storage simulations because of the assumption of the uniformity of the

thermodynamic conditions.

The evolution of the characteristic time of dissolution τr95% can be deduced from the

calibrated model. The evaluation of the characteristic time of dissolution for every adopted

brine volume and salinity during the experiments is presented in Figure 15. It can be easily

observed that τr95% is strongly impacted by the volume and salinity of the brine. The

salinity tends to slow the diffusion, increasing the characteristic time of dissolution. The

volume fraction of the brine phase has a more complex impact on the characteristic time

of dissolution: increasing the volume fraction of the brine first induces an increase in the

characteristic time until reaching a maximum, and then the characteristic time tends to

decrease. This inversion that occurs at the so-called brine volume Vlim may be explained by

the total mass of gas dissolved within the brine, which increases until a certain brine volume

and then decreases, and by the height of the brine phase Ll, which is directly linked to the

brine volume. Beyond Vlim, the expansion of the mass transfer duration due to the increase

in the brine volume is compensated with the smaller amount of gas that must dissolve to
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reach the equilibrium, and thus the characteristic time of the mass transfer is reduced. Vlim
is dependent on the brine salinity because both K and D implied in the diffusion and the

temporal evolution of the mass of dissolved gas in brine depend on only the brine salinity.

This case is however out of the scope of this article because the volume of the brine in a

salt cavern used for gas storage represents too small of a fraction of the whole cavity volume

(generally estimated to approximately 10%) compared to the volume fraction at which the

inversion phenomenon occurs. In a gas storage context, it can consequently be assumed that

the CO2 characteristic time of dissolution increases with the volume of the brine.

This investigation on the characteristic time of dissolution is important and must be

deepened, especially at a cavity scale and under more appropriate storage conditions in

terms of pressure and temperature. Indeed, as CO2 dissolution must be taken into account,

the way this interaction will be handled strongly depends on the order of magnitude of

its characteristic time. If the characteristic time is large compared to the storage periods,

then the CO2-brine interaction may be neglected, analogous to the treatment of dissolution

for CH4; on the contrary, if the characteristic time is much lower, the interaction may be

considered instantaneous: kinetic aspects of the dissolution are ignored and equilibrium

between both phases is immediately reached. In the case of a moderate characteristic time,

a kinetic model of the dissolution must be added to the global cavity model. In this last case,

an accurate model of the storage behavior must be established, as the pressure drop induced

by the mass transfer must be well described to avoid confusing this mass transfer-induced

pressure drop phenomenon in practice with the consequences of other phenomena, such as

the pressure drop caused by gas leakages.

4. Conclusion

Massive reversible carbon dioxide storage is a solution for the potential problem of carbon

dioxide supply that can face some energy storage concepts such as the Power-to-Gas process.

Salt caverns stand among the most relevant technical solutions to solve this challenge. In

this context, this study is the first to address the problems of carbon dioxide temporary

storage in such facilities. This study presents the particularities of a storage behavior of
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carbon dioxide, compared to the behavior of other already well known products, for which

important feedback has been accumulated over decades. The possible technical problems

induced by the storage of carbon dioxide are presented as well:

• First, the thermodynamic data of the carbon dioxide critical point belong to the

pressure-temperature storage range experienced in salt caverns. Therefore, special

attention is required to define beforehand the carbon dioxide thermodynamic state as

it is stored and to ensure that no phase transition could occur within the cavity.

• Second, the carbon dioxide-brine interaction potentially affects storage management.

Thus, the dissolution of carbon dioxide into brine is more important and kinetically

much faster than that in other commonly stored products.

Further modeling and experimental investigations that more precisely evaluate the impact

of dissolution on the global storage and the characteristic time of the mass transfer un-

der salt cavern conditions are required. These investigations, which are specific to carbon

dioxide, must make more precise quantifications of the amount of gas likely to dissolve,

the time needed to reach equilibrium between both phases and the expected pressure drop,

whose existence has been revealed. These obstacles and the adaptation of the future storage

scenarios of carbon dioxide to the energy demand must be removed to apply the electrolysis-

methanation-oxy-fuel solution at an industrial scale.
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AppendixA. Calibration of the dissolution parameters

The calibration is conducted in two steps: the first step, which concerns only the equi-

librium state of the system, analytically solves the mathematical model, while the second

step, which focuses on the transient period, is solved with the finite element method. The

adjustment of the parameters is summarized in Table 1. The salting-out effect can be no-

ticed on the evolution of the parameters with respect to the brine salinity: the solubility

(parameter H) and coefficients K and Ddecrease as expected. The presence of NaCl tends

to increase the resistance to the mass transfer and slow the diffusion of the CO2 into the

brine.

The analytical expression of the gas concentration at equilibrium csat∗g is as follows:

csat∗g = lim
t→+∞

cg(t, z) = lim
t→+∞

cg(t) = p0

H + ZgρlRv

(A.1)
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where p0 is the initial gas pressure (p0 = p(t = 0) = 10.5 bar) and Rv corresponds to the

liquid/gas phase volume ratio (Rv = Vl/Vg = Ll/Lg). As expected, Henry’s factor H is the

only parameter implied in the long-term evolution of the mass transfer because it is the single

parameter to calibrate when dealing with the saturation and the equilibrium. The results
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Figure A.16: Calibration results of the Henry’s factor H for pure water (H = 100 MPa/mass fraction)

through the evolution of the equilibrium pressure with respect the liquid/gas volumes ratio (top), and

verification of the solubility calculated from the calibrated H with the literature data (bottom)
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of the comparison between the analytical gas concentration csat∗g , which is obtained with the

calibratedH, and the values of the experimental gas concentration, which are calculated from

the overall measured pressure drop, are shown in Figures A.16 and A.17 (top). To confirm the

calibrated value of Henry’s factor, the evolution of the CO2 concentration at saturation with
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Figure A.17: Calibration results of the Henry’s factor H for the highly salty brine (H = 290 MPa/mass

fraction) through the evolution of the equilibrium pressure with respect to the liquid/gas volumes ratio

(top), and verification of the solubility calculated from the calibrated H with the literature data (bottom)
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respect to the pressure following Henry’s law is compared to the solubility data according

to the Duan-Sun model [33] (see bottom of Figures A.16 and A.17). These comparisons

show good agreements between the experimentally measured values, theoretically calculated

values and collected data and thus confirm the performed calibration. Indeed, the calibrated

parameter H can hardly be compared to the existing values from correlations provided in

the literature because no linear relation links the adopted units to those adopted in this

study (for example, the correlation proposed in the work of Carroll et al. [65] gives a value

of 230 MPa/mol fraction).

Both other parameters D and K, which are numerically calibrated in the transient state,

impact the system time response and the initial variation rate of concentration respectively ,

as shown in [55]. The higher the mass transfer coefficient K is, the quicker the CO2 concen-

tration increases at the beginning because the concentration at saturation at the interface

is reached earlier. The higher the diffusion coefficient D is, the earlier the equilibrium is

attained because the gas at the interface diffuses more quickly through the liquid phase, in-

ducing an important mass transfer to maintain the equilibrium at the interface. Simulations
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Figure A.18: Comparison of the experimentally measured and numerically computed gas pressure evolution

over time in pure water for different brine volumes (V1 = 8.5 mL, V3 = 48 mL and V6 = 80 mL)
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of the experiments using the calibrated parameters are presented in Figures A.18 and A.19.

The experimental results can be more or less well reproduced with this model, irrespective

of the volume of the brine remaining in the PVT cell, which validates the hypothesis of the

single dependence of the parameters D and K on the brine salinity.
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Figure A.19: Comparison of the experimentally measured and numerically computed gas pressure evolution

over time in the highly salty brine for different brine volumes (V1 = 8.5 mL, V3 = 48 mL and V6 = 80 mL)
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