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a b s t r a c t 

This work aims to incorporate compressible multiphase flow into the conventional reactive transport 

framework using an operator splitting approach. This new approach would allow us to retain the general 

paradigm of the flow module independent of the geochemical processes and to model complex multi- 

phase chemical systems, conserving the versatile structure of conventional reactive transport. The phase 

flow formulation is employed to minimize the number of mass conservation nonlinear equations aris- 

ing from the flow module. Applying appropriate equations of state facilitated precise descriptions of the 

compressible multicomponent phases, their thermodynamic properties and relevant fluxes. 

The proposed flow coupling method was implemented in the reactive transport software HYTEC. 

The entire framework preserves its flexibility for further numerical developments. The verification of 

the coupling was achieved by modeling a problem with a self-similar solution. The simulation of a 2D 

CO 2 -injection problem demonstrates the pertinent physical results and computational efficiency of this 

method. The coupling method was employed for modeling injection of acid gas mixture in carbonated 

reservoir. 

© 2016 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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1. Introduction 

1.1. Background/motivation 

Human activity in the subsurface has been expanding and

diversifying (waste disposal, mining excavation and high-frequency

storage of energy), and the public and regulatory expectations

have been increasing. The assessment of each step of underground

operations, including environmental impact evaluation, relies on

elaborate simulators and leads to an urgent need to develop

multiphysics modeling. Reactive transport, a geochemical research

and engineering tool, is used in multicomponent systems and

sophisticated chemical processes (activity and fugacity correction

according to different models, mineral dissolution and precipita-

tion, cation exchange, oxidation and reduction reactions, isotopic

fractionation and filiation), in addition to gas evaporation and

dissolution ( van der Lee et al., 2003; Mayer et al., 2012; Parkhurst

and Appelo, 1999; Steefel, 20 09; Yeh et al., 20 04 ). Multiphase flow

is based on broad experiences in reservoir engineering research,

including the thermodynamic modeling of complex phase behav-

ior. In particular, the equations of state were used to simulate
∗ Corresponding author. 

E-mail address: irina.sin@mines-paristech.fr (I. Sin). 
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nd study interfacial tension, gas, steam and alkaline injection

n oil reservoirs and enhanced oil recovery ( Delshad et al., 20 0 0;

arajzadeh et al., 2012; Nghiem et al., 2004; Wang et al., 1997 ).. 

This work aims to incorporate a compressible multiphase flow

odule into an existing reactive transport simulator. Our coupling

ethod should therefore meet the following requirements: 

1. The new approach should handle the different complex mul-

tiphase chemical models and retain the general paradigm of a

multiphase flow module independent of the geochemical sys-

tem and conserve the conventional reactive transport structure;

2. The number of mass conservation nonlinear equations arising

from the flow module should be minimized such that the re-

duced flow system preserves the matrix structure and mini-

mizes the computational intensity; 

3. The entire framework should preserve its flexibility for possi-

ble non-isothermal, geomechanical and domain decomposition

developments in the future. 

Reactive transport methods have been extensively investigated

ver the past two decades (see below). This work focuses on the

oupling between multicomponent multiphase flow (MMF 1 ) and
1 The nomenclature is provided in Table 1 . The abbreviations are detailed in 

able 2 . 
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Table 1 

Nomenclature. 

Latin symbols 

a k activity of potential catalyzing or inhibiting species 

A s specific surface area, [ m 

2 / m 

3 solution ] or [ m 

2 / kg mineral ] 

c l, k total liquid mobile concentration of basis species k , [ mol / kg w ] 

c s, k immobile concentration of basis species k , [ mol / kg w ] 

c g, m gas concentration of basis species m , [ mol / m 

3 ] 

C i concentration of primary species i in chemical module 

d dissolution parameter of transport model 

dt time step 

D α molecular diffusion coefficient of phase α, [ m 

2 / s ] 

D e α effective diffusion coefficient of phase α, [ m 

2 / s ] 

D α diffusion-dispersion tensor of fluid phase α

e evaporation parameter of transport model 

f α
i 

fugacity of species i in phase α

F residual function 

g gravitational acceleration vector, [ m / s 2 ] 

J Jacobian 

k number of iterations in flow coupling 

k kin kinetic rate constant in , [ mol / m 

2 / s ] 

k f l 
max maximum number of iterations in flow coupling 

k rt 
max maximum number of iterations in reactive transport coupling 

k r α relative permeability of phase α

K intrinsic permeability, [ m 

2 ] 

K intrinsic permeability tensor, [ m 

2 ] 

K i K-value/equilibrium ratio 

K j equilibrium constant of reaction j 

K s equilibrium solubility constant of solid phase 

K h 
i 

Henry’s law constant 

M · molar mass of species ·, [ kg / mol ] 

n α quantity of matter in phase α

n normal vector 

N c number of primary species in chemistry module 

N f number of fluid phases α

N g number of gas species 

N kin number of kinetic reactions 

N Nit number of Newton iterations 

N Pit number of Picard iterations 

N p number of phases 

N r number of independent chemical reactions 

N s number of species in chemistry module 

p α liquid/gas pressure, [ Pa ] 

P pressure, [ Pa ] 

P c set of the critical pressures 

q α mass source term of phase α, [ kg / s ] 

q α, k mass source term of species k in phase α, [ kg / s ] 

q g, m source term of basis species m in the gas phase, [ mol / m 

3 ] 

q l, k source term of basis species k in the liquid phase, [ mol / kg w ] 

Q s ion activity product 

r αβ reaction term of phases α and β in α transport operator 

R gas constant, [ J / K / mol ] 

R α reaction term of phase α, [ kg / s ] 

R α, k reaction term of species k in phase α, [ kg / s ] 

R g, m reaction term of basis species m in the gas phase, [ mol / m 

3 ] 

R l, k reaction term of basis species k in the liquid phase, [ mol / kg w ] 

R geochemical reaction operator 

S j concentration of species j in chemical module 

S α saturation of phase α

t calculation time of entire system per time step 

t fl calculation time of flow operator per iteration 

t flc calculation time of flow coupling per iteration 

t gt calculation time of gas transport operator per iteration 

t rtc calculation time of reactive transport coupling per iteration 

T temperature, °C and K 

T i total concentration in chemistry module 

T c set of the critical temperatures 

T α transport operator of phase α

u α Darcy’s velocity of phase α

v molar volume, [ m 

3 / mol ] 

V α volume of porous space occupied by phase α, [ m 

3 ] 

V tot total volume, [ m 

3 ] 

x i mole fraction of basis species i in the liquid phase 

X α, k mass fraction of basis species k in phase α

x vector of primary variables of the flow system 

y i mole fraction of basis species i in the gas phase 

Table 1 ( continued ) 

Latin symbols 

Z compressibility factor 

Z c set of the critical compressibility factors 

Greek symbols 

α = { l, g} liquid/gas phase 

αij stoichiometric coefficient 

γ j activity coefficient 

� matrix of binary interaction coefficients of PR EOS 

εg gas quantity tolerance in reactive transport coupling 

εNf residual function tolerance in flow coupling 

εqss quasi-stationary state tolerance in flow coupling 

εrt tolerance in reactive transport coupling 

μα viscosity of phase α, [ Pa · s ] 

ρα mass density of phase α, [ kg / m 

3 ] 

ρg 
α density of phase α in the gravity term, [ kg / m 

3 ] 

τα tortuosity of phase α

φ porosity 

ϕ α
i 

fugacity coefficient of species i in phase α

ψ α volumetric rate of phase α, [ m 

3 / s ] 

� acentric factor set 

T α mathematical transport operator of phase α

‖ · ‖ ∞ infinity norm 

1 R > 0 (·) indicator function of the set of strictly positive real numbers 

Table 2 

Abbreviations. 

AIM adaptive implicit method 

CFL Courant-Friedrichs-Lewy number 

DAE differential algebraic equations based method 

DSA direct substitution approach 

EOS equation of state 

FIM fully implicit method 

FVM finite volume method 

GIA global implicit approach 

IMPEC implicit pressure/explicit concentration 

MMF multiphase multicomponent flow 

MMRF multiphase multicomponent reactive flow 

ODE ordinary differential equations based method 

PDE partial differential equation 

OSA operator splitting approach 

RT reactive transport 

SI saturation index 

SIA sequential iterative approach 

SNIA sequential non-iterative approach 

TPFA two-point flux approximation 
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2  
eactive transport (RT) modules and starts by surveying the exist-

ng approaches 

.2. A review of multiphase multicomponent flow and reactive 

ransport codes 

.2.1. Operator splitting algorithms between MMF and RT 

The strength of the operator-splitting approach (OSA) (sequen-

ial iterative (SIA) or sequential non-iterative (SNIA)) arises from

he framework flexibility, which allows each model to be devel-

ped and verified independently. These are important reasons for

electing the OSA for the coupling between MMF and RT, par-

icularly when extending a hydrogeochemical code from single-

o two-phase flow. The following codes apply the OSA: Code-

right ( Olivella et al., 1996 ) (coupling with the reactive transport

ode RETRASO ( Saaltink et al., 2004 )), DuMu 

X (based on DUNE)

 Ahusborde et al., 2015; Vostrikov, 2014 ), DUNE ( Hron et al., 2015 ),

YDROGEOCHEM (unsaturated) ( Yeh et al., 2004, 2012 ), iCP ( Nardi

t al., 2014 ), IPARS ( Peszynska and Sun, 2002; Wheeler et al., 2012 ),

IN3P (the bubble model) ( Mayer et al., 2012; Molins and Mayer,

007 ), MoReS ( Farajzadeh et al., 2012; Wei, 2012 ), NUFT ( Hao et al.,

012 ), PFLOTRAN ( Lichtner et al., 2015; Lu and Lichtner, 2007 ),
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STOMP ( White et al., 2012; White and Oostrom, 2006 ), TOUGHRE-

ACT ( Xu and Pruess, 1998; Xu et al., 2012 ), and UTCHEM ( Delshad

et al., 20 0 0 ); see also ( Steefel et al., 2014 ). 

The simulators are primarily based on the finite volume method

(FVM) because of its conservative properties. The general tendency

in coupling is to first (non-)iteratively solve the flow to obtain the

velocities. The compositional formulation is typically chosen, or al-

ternatively, the conservation equations can be solved for the dom-

inant components (e.g., water/air). When the two-phase flow sys-

tem involves only two components (e.g., H 2 O and CO 2 ), the final

sets of equations for the compositional and dominant component

formulations are identical and reduce to the mass conservation for

each component. 

Once the flow is established, the RT part can be solved us-

ing the OSA (SIA, SNIA or predictor-corrector); a global implicit

approach (GIA), such as the ordinary differential equation-based

method (ODE, the chemistry module is used as a black box), the

direct substitution approach (DSA) ( Saaltink et al., 2001 ) or the dif-

ferential algebraic equation-based method (DAE) ( de Dieuleveult,

2008 ; de Dieuleveult et al., 2009 ). The OSA and GIA applied to

RT are compared in Carrayrou et al. (2010) ; de Dieuleveult et al.

(2009) ; Saaltink et al., (2001) ; Steefel and MacQuarrie (1996) . In

2001, Saaltink et al. (2001) reported that SIA was more favorable

than DSA in cases of large grids and low kinetic rates because of

the high computer storage requirements and slow linear solvers.

A decade later, the MoMaS benchmark confirmed the reliability of

both approaches and the enhanced computational potential of the

DSA with the reduction technique ( Kräutle and Knabner, 2007 ). 

1.2.2. From global implicit algorithm in RT to global implicit 

algorithm in MMF&RT 

The advantage of GIA is its accuracy, although it comes at the

cost of computational resources. However, this method is becom-

ing more competitive because of increases in computer capabil-

ities and advances in the methods that allow reducing the sys-

tem of equations. Additionally, reservoir simulators typically utilize

the global formulation for the MMF problem combined with the

fully implicit method (FIM) or the adaptive implicit method (AIM),

which unifies the FIM and implicit pressure/explicit concentration

(IMPEC). They can therefore be naturally extended to the RT using

GIA, e.g., COORES 2 , GEM-GHG ( Nghiem et al., 2004 ), GPAS ( Pope

et al., 2005 ), and GPRS ( Cao, 2002; Fan et al., 2012 ). 

For the global implicit solution of the RT, several techniques

have been proposed to reduce the initial mass balance system by

linear combination and eliminate the reaction terms in the equi-

librium reactions ( Kräutle and Knabner, 2007; Molins et al., 2004;

Saaltink et al., 1998 ). Such modifications of the DSA for RT lead

to mathematical decoupling of the entire system and consequently

make it interesting for the global implicit coupling of multiphase

flow and reactive transport, as recently demonstrated by Saaltink

et al. (2013) and Fan et al. (2012) . Saaltink et al. (2013) proposed

a method for introducing the chemistry calculations to a conven-

tional multiphase simulator to minimize the number of mass con-

servation equations by taking the fluid phase pressures and poros-

ity as primary variables and expressing all secondary variables

(such as component concentrations, fugacity, pH, and salinity) as a

polynomial function of gas pressure, which requires pre-processing

prior to each application. Fan et al. (2012) employed the element

balance formulation ( Michelsen and Mollerup, 2007 ) via reduction

techniques ( Kräutle and Knabner, 2007; Molins et al., 2004 ) and

the decoupled linearized system on the primary and secondary

equations. Saaltink et al. (2013) demonstrated that the GIA and

OSA provided similar results for CO 2 storage and concluded that

the full coupling was not necessary for MMF&RT modeling from a
2 A. Michel and T. Faney, personal communication , 2015 

 

p  

u  
hysical perspective, although the OSA can be more computation-

lly expensive. 

Moreover, Gamazo et al. (2012) highlighted the significant im-

act of geochemical reactions on the phase fluxes by modeling

ypsum dehydration when the non-isothermal flow is chemically

estrained, i.e. , the anhydrite-gypsum paragenesis controls the wa-

er activity and hence the evaporation process. The importance of

SA, which implicitly connects the equilibrium heterogeneous re-

ctions and the phase flow, was emphasized compared with the

ecoupled formulation of the flow and the RT: the decoupled

ormulation overestimates the evaporation, but its computational

ime was reduced by 22.5% (compared to DSA). However, the def-

nitions of water activity and liquid density were different in the

IA’s and OSA’s models. Furthermore, the decoupled flow system

ontained the conservation equations for dominant components

water and air), but the coupling between flow and RT was not

pecified. Given the nature of the formulations described in this

ork, it is likely that using the strong OSA (the SIA-based connec-

ion between flow and RT with the precise reaction terms in flow

quations) would yield results similar to those of DSA at the cost

f additional iterations. 

.3. Preamble to a new MMF&RT coupling approach 

To reduce the number of nonlinear equations arising from the

ow system, the formulation of the dominant components was

onsidered. This approach is efficient when the impact of the other

pecies is negligible. In geochemical problems, the speciation can

ary largely over time and space. Ideally, the dominant compo-

ents should be adapted locally to preserve the accuracy, but this

ould require specific treatment of the global flow solution. 

If the flow system expands such that many species play signif-

cant roles in the thermodynamic state and phase displacement,

hen the number of nonlinear equations of compositional flow in-

reases with the number of components, which is computationally

xpensive. 

Despite the reduction techniques, the primary nonlinear system

ust be calculated. In geochemical modeling, which includes com-

lex homogeneous and heterogeneous reactions, the primary (ba-

is) species typically changes spatially and temporally. The system

f equations is therefore redefined, which requires modifications

f the Jacobian structure within Newton’s method. The solution of

he transport linear system can be several or even a hundred times

aster than that of multiphase flow. 

To minimize the size of the nonlinear system, it is possible to

eplace the compositional formulation by the phase formulation.

he phase flow coupled to the RT was employed by Peszynska and

un (2002) . Given their problem conditions (slightly compressible

uids and density-independent flow), the authors divided the RT

nto three stages (advection, reaction, and diffusion) within the in-

ernal time steps by interpolating the fluxes and saturations. Later,

ron et al. (2015) simulated Escherichia coli growth and transport

nder aerobic and anaerobic conditions via the sequential coupling

f phase flow and the SNIA-based RT. The liquid fluid was as-

umed to be incompressible, whereas the gas density was compo-

ition dependent. In the advective-dominant regime, the transport

as solved explicitly in a time that led to a time step restriction:

FL = 0 . 4 ; thus, the split transport time step was applied. Note

hat the same issue arises from the IMPEC scheme in which the

omponent equations are solved explicitly. 

.4. Our alternative method 

This work proposes a new approach for incorporating the com-

ressible two-phase flow in a conventional reactive transport sim-

lator. It is based on the phase flow formulation and preserves all
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he sustainability and facilities of the reactive part. This method

uilds on the unconditional stability of the fully implicit scheme

nd can model advective-dominant and density-driven regimes. 

The following simplifications are considered in this work:

sothermal flow and no geomechanics. The method was applied to

he (SIA) reactive transport simulator HYTEC ( Lagneau and van der

ee, 2010b; van der Lee et al., 2003 ). The HYTEC code has been

idely evaluated in several benchmark studies ( Carrayrou et al.,

010; Lagneau and van der Lee, 2010a; Trotignon et al., 2005;

e Windt et al., 2003 ) and numerous applications, such as cement

egradation ( de Windt and Devillers, 2010 ), radioactive waste dis-

osal ( Debure et al., 2013; de Windt et al., 2014 ), geological storage

f acid gases ( Corvisier et al., 2013; Jacquemet et al., 2012; Lagneau

t al., 2005 ), and uranium in situ recovery processes ( Regnault

t al., 2014 ). 

In Section 2 , a concise description of the governing equations of

ulticomponent multiphase flow and reactive transport is given.

ext, the proposed coupling methods are detailed in Section 3 .

ection 4 presents the method’s applicability and computational

erformance, first using a benchmark problem with a self-similar

olution and then for modeling 2D CO 2 injection. Section 4 also

llustrates a problem of acid gas injection in carbonated reservoir.

he conclusions are presented in Section 5 . 

. Governing processes and mathematical formulation 

The standard entire isothermal MMRF problem is composed of

omponent c α, k mol conservation, mass balance, mass-action laws

nd other constitutive relations. The total number of phases is

 p = 3 , where the solid phase is immobile and the N f fluid phases

are mobile (liquid and gas). The chemical system of N s chem-

cal species and N r linearly independent chemical reactions relies

n Morel’s method ( Morel and Hering, 1993 ) of N c primary species

hat form a basis for all N s species: N c = N s − N r . 

.1. Mass conservation for each phase 

We first introduce the standard multiphase compositional flow

roblem and the physical parameters, and then we present the

hase mass conservation formulation and its advantages. Let us be-

in with the general mass conservation in terms of the mass frac-

ion X α, k of species k in fluid phase α that forms N c N f equations:

∂(φS αραX α,k ) 

∂t 
= −∇ · (ραX α,k u α − ραD α∇X α,k ) + R α,k + q α,k , 

(1) 

here φ is the porosity, S α is the saturation of fluid phase α, ρα is

he mass density of fluid phase α, u α is the Darcy-Muskat veloc-

ty of fluid phase α, D α is the diffusion-dispersion tensor of fluid

hase α. The classical Fick’s law is used for the diffusion coeffi-

ients D α that are then scalar and independent of composition;

or each phase α, the diffusion coefficient should be identical for

ll species to preserve the consistency of system ( Hoteit, 2011 ).

n this work, the dispersion term is neglected. Consequently, the

iffusion-dispersion tensor D α transforms into the effective diffu-

ion D 

e 
α = φS αD α . R α, k is the reaction term, and q α, k is the exter-

al source term of species k in fluid phase α. The Darcy–Muskat

aw ( Muskat et al., 1937 ) states that 

 α = −k rα

μα
K ( ∇p α − ραg ) , (2) 

here k r α , μα and p α are the relative permeability, viscosity and

ressure of fluid phase α, respectively. K is the intrinsic permeabil-

ty tensor, and g is the gravitational acceleration vector. The pres-

ures are connected by N f − 1 capillary pressure relations, and the

aturations and mass fractions sum to 1: 
 

α

S α = 1 , (3) 

 

k 

X α,k = 1 . (4) 

hus, an additional 2 N f constitutive relations are generated. The

onventional PDE system of isothermal compositional multiphase

ow can be expressed using (1) by deriving the conservation of

ach species k in all phases �α . These N c nonlinear equations,

 N f constitutive relations and N c (N f − 1) phase equilibrium rela-

ions ( Section 2.3 ) yield 2 N f + N c N f equations for 2 N f + N c N f un-

nowns p α , S α and X α, k . According to the Gibbs phase rule, the

umber of intensive properties is N c − N p + 2 . If the number of

hases is locally known, then N p = 2 for fixed temperature, and

t least N c nonlinear equations (e.g., pressure and composition

 Jindrová and Mikyška, 2015 )) can be solved to establish the ther- 

odynamic state. Note that the geochemical system can be abun-

ant in species, implying that considerably large nonlinear systems

ust be solved. 

In this work, we propose handling a phase mass conservation

ystem of N f PDE whose size is independent of the number of

hemical species N s . We apply �k to (1) to obtain 

∂(φS αρα) 

∂t 
= −∇ · (ραu α) + R α + q α, (5)

aking into account that the sum of diffusive fluxes for each phase

is equal to 0 because the diffusion coefficients D α are equal over

ll components in each phase. The external source term q α can

lso be presented as 

 α = ραψ α, (6) 

here ψ α is the volumetric rate. The system (5) of N f equations,

 f − 1 capillary pressure relations and (3) is assembled for 2 N f un-

nowns, p α and S α , which are natural variables of multiphase flow

roblems. 

When one of the phases disappears, the corresponding equa-

ion of system (5) degenerates, and the natural variables are no

onger appropriate for describing the system. In this case, we move

o the single-flow problem. Numerous formalisms are dedicated to

he two-component, two-phase flow and associated phase disap-

earance/appearance ( Abadpour and Panfilov, 2009; Angelini et al.,

011; Bourgeat et al., 2013; Lauser et al., 2011; Masson et al., 2014;

ruess et al., 1999 ). In this work, the liquid phase is assumed to

e present throughout the system, even if it is present in small

mounts. The liquid pressure and gas saturation are chosen as

rimary variables. Therefore, solving the system of N f nonlinear

q. (5) can be beneficial when N c > N f . Although a semi-implicit

ethod IMPEC is used to reduce the number of nonlinear equa-

ions to be solved simultaneously ( Hoteit and Firoozabadi, 2006;

ikyška and Firoozabadi, 2010 ), time stepping is constrained by

he CFL condition. Alternatively, an implicit method of decoupled

ystem has been proposed in Zidane and Firoozabadi (2015) . The

uthors solve implicitly the species transport coupled with the to-

al flux calculated by the mixed finite element method. 

.2. Mole conservation for each gas component and primary species 

The liquid and gas phases consist of N c primary species and N g 

as species, respectively, N g < N c , for which the transport must

e solved. We chose the transport formulation in terms of concen-

rations c α, k ∝ ραX α, k / M k , where M k is the molar mass of species

 . Deriving the transport equations in mole/mass fractions, as in

q. (1) , the density deviation ∇ρα/ ρα that arises from the diffusive

art of flux is neglected. Based on the primary species formalism

 van der Lee, 2009; Lichtner, 1996; Steefel and MacQuarrie, 1996;

eh and Tripathi, 1991 ), the liquid transport is defined for the total
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i  
liquid mobile concentration c l, k of primary species k and the gas

transport for the gas concentration c g, m 

of gas species m , which

yields N c + N g transport (linear) equations: 

∂φS l c l,k 
∂t 

= −T l 

(
c l,k 

)
+ R l,k 

(
c l,k , c s,k 

)
+ q l,k , (7)

∂φS g c g,m 

∂t 
= −T g ( c g,m 

) + R g,m 

( c g,m 

) + q g,m 

, (8)

where c s, k is the immobile concentration of species k , operator T α

includes the advective flux presented by the Darcy–Muskat law (2) ,

and assuming non-Knudsen diffusion, Fick’s law for diffusive flux

yields ( Lichtner, 1996; de Marsily, 2004 ): 

T α

(
c α,k 

)
= ∇ · (c α,k u α−D 

e 
α∇c α,k ) , (9)

where D 

e 
α can involve the tortuosity coefficient τα ( Millington and

Quirk, 1961 ). 

2.3. Mole balance for each primary basis species 

The chemical equations arise from the mass action law and

phase equilibrium relations. As mentioned above, the reactive

transport code is based on the primary species formulation, and

thus, we denote the concentration of species S j , j = 1 , . . . , N s , that

can be expressed as a function of basis species C i , i = 1 , . . . , N c : 

S j �
N c ∑ 

i =1 

αi j C i , (10)

where αij is the stoichiometric coefficient. At equilibrium, the mass

action law provides the reaction affinity: 

S j = 

K j 

γ j 

N c ∏ 

i =1 

( γi C i ) 
αi j , (11)

where γ j is the activity coefficient and K j is the thermodynamic

equilibrium constant of reaction j . All aqueous reactions are con-

sidered to be at equilibrium. For each basis species, the mole bal-

ance can be written in terms of the total concentration T i , i =
1 , . . . , N c , T i = 

∑ N s 
j=1 

α ji S j , 

T i − C i −
N s ∑ 

j =1 , j � = i 
α ji 

K j 

γ j 

N c ∏ 

i =1 

( γi C i ) 
αi j = 0 , (12)

constituting a system of N c equations on C i , i = 1 , . . . , N c . 

2.3.1. Liquid mixtures 

In non-ideal liquid mixtures, the activity coefficients γ i are

not trivial and can be calculated using different models whose

complexity increases with the concentration of solution, from less

to more concentrated solution: truncated Davies formula ( Colston

et al., 1990 ), B-dot ( Helgeson, 1969 ), SIT ( Grenthe et al., 1997 ), and

Pitzer (1991) . 

2.3.2. Gas-liquid equilibrium 

The chemical potentials and corresponding fugacities of species

i in mixture f α
i 

are equal under equilibrium conditions. The

fugacity-activity ( ϕ − γ ) approach yields 

P y i ϕ 

g 
i 

= f i = K 

h 
i γi x i , (13)

where y i is the mole fraction of species i in the gas phase, ϕ 

g
i 

is the fugacity coefficient of species i , K 

h 
i 

= K 

h 
i 
(T , P ) is the cor-

rected Henry’s constant of species i, γ i is the asymmetric activity

coefficient of species i ( Michelsen and Mollerup, 2007 ), and x i is

the mole fraction of species i in the liquid phase. K 

h 
i 

includes the

Poynting factor, which corrects the reference fugacity with respect

to the pressure and is near unity at low to moderate pressures.
he fugacity coefficients can be calculated using the equation of

tate (EOS). We chose the Peng–Robinson EOS ( Robinson and Peng,

978 ), which precisely reflects the gas mixture properties at high

ressures/temperatures. For a given P , the cubic equation should

e solved for the compressibility factor Z = P v /RT , where v is the

olar volume. The fugacity coefficient is then calculated as follows

 Robinson and Peng, 1978 ): ϕ 

g 
i 

= ϕ 

g 
i 
(T , P, Z, T c , P c , Z c , �, �) , where

 c , P c , and Z c are the sets of the critical temperatures, critical pres-

ures and compressibility factors of the species in the mixture, re-

pectively. � is the acentric factor set, and � is the matrix of em-

irical binary interaction parameters for each pair of species in the

ixture. 

The EOS also provides the mass density for gas mixtures: 

g = 

∑ N g 
i =1 

y i M i 

v 
= 

M̄ 

v 
, (14)

nd, by analogy, for liquid mixtures: M̄ = 

∑ N c 
i =1 

x i M i . 

Note that Raoult’s law ( P y i = P sat x i ) is derived from Eq. (13) , as-

uming low pressure conditions and ideal solutions. 

.3.3. Liquid-solid equilibrium and kinetic relations 

For minerals under the thermodynamic equilibrium assump-

ion, the solubility constant K s, j can be derived from the mass ac-

ion law. The mineral activity is unity by convention. By omitting

he index j , Eq. (11) yields the expression for the equilibrium solu-

ility constant for solid s 

 s = 

N c ∏ 

i =1 

( γi C i ) 
αi j . (15)

hen the reactions are kinetically controlled, the rate law can be

escribed, e.g., by the transition state theory ( Lasaga, 1984 ). The

odel uses the ion activity product Q s , which by definition be-

omes K s at equilibrium, and the saturation index (SI): 

I = log 

(
Q s 

K s 

)
= 

{ 

< 0 undersaturated → dissolution, 
= 0 saturated → equilibrium, 
> 0 oversaturated → precipitation. 

(16)

nder the transition state theory, the kinetic rate law is then 

d S 

d t 
= A s k kin 

(
sign(SI) 

((
Q s 

K s 

)b 1 

− 1 

))b 2 ∏ 

k 

a 
n k 
k 

(17)

here A s is the specific surface area; k kin is the kinetic dissolu-

ion/precipitation rate constant; b 1 , b 2 , and n k are fitting parame-

ers; and a k is the activity of the potential catalyzing or inhibiting

pecies. 

The mole balance equations with the mass action laws for the

pecies at equilibrium, the rate laws for kinetically limited solids

nd phase equilibrium relations constitute a complete system of

lgebro-differential equations whose solution yields the concentra-

ions of basis and secondary species. Other chemical reactions can

lso be handled by the formalism of basis species, e.g., cation ex-

hange and surface and organic complexation. 

. Numerical solution 

Applying the OSA to subsurface environmental modeling en-

bles the independent development of separated modules of code

nd the rigorous solution of each. Consequently, the majority of RT

imulators rely on the OSA ( Steefel et al., 2014 ). The assessment

f different coupling methods was studied for the MoMaS bench-

ark of RT codes ( Carrayrou et al., 2010; Carrayrou and Lagneau,

007 ), during which the reliabilities of both the SIA and GIA were

etermined, and the detailed results of HYTEC were reported in

agneau and van der Lee (2010a ). Following the general strategy of

ntegrating the (un)saturated flow in RT codes by OSA, we solved



I. Sin et al. / Advances in Water Resources 100 (2017) 62–77 67 

t  

t  

p  

W  

n  

f  

m

3

 

s  

fi  

(  

1  

f  

W  

f  

i  

u  

g  

S  

d  

a  

u  

c  

e  

a  

c  

f

w

 

t  

u  

s

w  

n  

a

 

a  

w  

s  

f  

i

3

 

N  

F  

i  

e  

w  

m  

l  

s  

g  

p  

m  

a  

p

A

 

m  

a  

c  

c  

t  

a

w  

s  

d

a  

i  

a  

p  

M

 

t  

l  

t  

v  

e  

m  

o

 

f  

s  

e  

p  

c  

q

m

w  

n  

d  

p  

s  

p  

p  

t  

e

he compressible two-phase flow block first. This process involved

he flow system, the gas transport equations, and the EOS and fluid

roperty models. Then, reactive transport coupling was applied.

e propose employing SIA for each module, and hence, two inter-

al SIA-based couplings exist. Let us describe the applied methods

or flow and transport discretization and the subsequent coupling

ethods. 

.1. Discretization of flow and transport 

The discretization of mass phase conservation (5) and mole

pecies transport (7), (8) is constructed based on a Voronoi-type

nite volume method. The time approximation of two-phase flow

5) is fully implicit, and the fluxes are handled by TPFA. In the

960s, the transmissibility discretization was demonstrated to af-

ect the numerical stability and accuracy ( Allen, 1984; Blair and

einaug, 1969; Settari and Aziz, 1975 ); in this work, the inter-

ace coefficients of flow between adjacent cells were evaluated

mplicitly and upstream. For the relative permeability ( k r α) ij , the

pstream space approximation is widely used because its conver-

ence was confirmed for the Buckley–Leverett problem ( Aziz and

ettari, 1979; Bastian, 1999 ). The detailed comparison of temporal

iscretization presented in Aziz and Settari (1979) ; Blair and Wein-

ug (1969) demonstrated the stability advantages of the implicit

pstream treatment relative to explicit ones but also reported in-

reased truncation errors. We will discuss the impact of truncation

rrors in Section 4.1 . The relative permeability k r α , intrinsic perme-

bility K , phase density ρα , and phase viscosity μα of the interface

oefficients between adjacent cells i, j at iteration k + 1 are there-

ore defined as 

(·) k +1 
i j 

= 

{
(·) k 

i 
if u 

k 
αn i j > 0 , 

(·) k 
j 

else 
(18) 

here n ij is the normal vector from i to j . 

The discretization of density (ρg 
α) i j in the gravity term ραg is

reated differently and weighted relative to the effective phase vol-

me. If the gas phase is absent in one of the cells, then the up-

tream treatment is applied ( Coats, 1980 ): 

(ρg 
α) i j = 

⎧ ⎨ 

⎩ 

ρα,i σ + ρα, j (1 − σ ) if (S α,i > 0) ∧ (S α, j > 0) : 

σ = V α,i / ( V α,i + V α, j ) ;
( ρα) i j else 

(19) 

here V α = φS αV tot and V tot is the volume of the cell. The resulting

onlinear system can be solved using Newton’s method with an

nalytical Jacobian, as presented in Section 3.2 . 

The space discretization of transport operators (7) and (8) is

chieved by upstream weighting for advective flux and harmonic

eighting for effective diffusion. The semi-implicit method is cho-

en for the time discretization: the implicit Euler scheme is applied

or the diffusive flux, whereas the advective part is discretized us-

ng the Crank–Nicolson method. 

.2. Coupling 1: compressible two-phase flow 

Because the phase flow system (5) is nonlinear, the classic

ewton’s method is applied. We denote the discretized Eq. (5) as

 ( x ) = 0 , where x = ( p l , S g ) . When the fluids are highly compress-

ble (e.g., the gas phase), the density properties should be precisely

valuated at each deviation of the intensive variables P, V , and n ,

here n is the quantity of matter. To ensure the implicit treat-

ent of interface coefficients, the density is updated in Newton’s

oop, similar to the other flow parameters. However, the gas den-

ity may be strongly dependent on its composition. Therefore, the

as composition must be calculated by employing the gas trans-

ort (8) denoted by T g ( c g ; x ) = 0 . This is particularly important for
odeling the gas appearance and disappearance. The flow coupling

lgorithm for time step n + 1 is presented in Algorithm 1 , and its

arsing is given below. 

lgorithm 1 Newton’s method for flow. 

1: ε N f = 1 × 10 −6 

2: ε qss = 1 × 10 −24 

3: k 
f l 
max = 9 

4: k = 0 

5: while 
(‖ F ( x k ) ‖ ∞ 

≥ ε N f ‖ F ( x 0 ) ‖ ∞ 

)
∧ 

(‖ F ( x k ) ‖ ∞ 

≥ ε qss 

)
∧ 

(
k ≤ k 

f l 
max 

)
do 

6: find δx 
k +1 

: J ( x k ) δx 
k +1 = −F ( x k ) 

7: x k +1 ← x k + δx 
k +1 

8: find c k +1 
g : T g ( c 

k +1 
g ; x k +1 ) = 0 

9: update EOS and physical parameters 

10: k ← k + 1 

11: end while 

The user-defined or default tolerance εNf ( Section 3.4.3 ) and

aximum number of Newton iterations k 
f l 
max for the flow coupling

re initialized first. Next, the linearized system is solved for the in-

rement δx at line 6. All the partial derivatives involved in the Ja-

obian J of the discretized flow system are analytical. For example,

he derivative of the gas density interface coefficient is expressed

s 

∂(ρg ) i j 

∂ p g,i 

= 

∂(ρg ) i j 

∂ρg,i 

∂ρg,i 

∂ p g,i 

, 
∂ρg,i 

∂ p g,i 

= − M̄ i 

v 2 
i 
(∂ p g /∂ v ) i 

, (20) 

here ∂ p g / ∂ v is the analytical derivative arising from the corre-

ponding EOS. Note that the density derivatives are composition

ependent and proportional to the average molecular weight M̄ 

nd the density function Eq. (14) . Various methods exist for solv-

ng multiphase systems of linear equations ( Chen et al., 2006 ); we

pply GMRES ( Saad and Schultz, 1986 ), which is one of the most

revalent and efficient methods, with ILU(0) ( van der Vorst and

eijerink, 1981 ) as a preconditioner. 

Using the velocities and saturations given by x k +1 from step 7,

he linear transport system T g ( c 
k +1 
g ; x k +1 ) = 0 is solved for c k +1 

g at

ine 8 with GMRES and ILU(0). Because of the modified composi-

ion, the EOS parameters must be updated to evaluate a new molar

olume v by solving the EOS analytically. Then, the physical prop-

rties can be calculated at line 9. Thereafter, three stop criteria

ust be checked at line 5: two for the flow system residual and

ne for the number of iterations. 

The proposed coupling in Algorithm 1 corresponds to Newton’s

amily for the flow system regarding x k +1 , whereas it can be con-

idered as Picard’s method (fixed-point method) for the transport

quations on c k +1 
g . Given that the gas phase is supposed to be com-

ressible and that significant differences in gas density may oc-

ur throughout the modeled domain, an additional criterion for gas

uantity n g deviation can be included: 

ax 

∣∣n 

k +1 
g − n 

k 
g 

∣∣
n 

k +1 
g 

≤ ε g , (21) 

here max is the maximum value over the modeled domain. After

umerous tests, we deduce that this may not be a necessary con-

ition but is sufficient to finish the loop that depends on the com-

lexity of gas dynamics. Despite neglecting the criterion (21) , the

olution’s accuracy is not lacking. In addition, the reactive trans-

ort coupling described in Section 3.3 , which follows the flow cou-

ling in Algorithm 1 , entails the convergence (stop) conditions for

he gas and solid phases and guarantees the conservation of the

ntire system. 
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An adaptive time stepping is implemented for the relaxed CFL

condition, number of Newton iterations and maximum saturation/

pressure changes. Extremely large time steps are not reasonable,

even if the scheme is unconditionally stable. Moreover, the sub-

sequent reactive transport may require a smaller time step. In

this case, smaller inner time stepping is commonly used. How-

ever, when the RT coupling is finished, the aggressive chemistry

can yield important changes and provide large reaction terms and

strong phase modifications of the flow block at the next time step.

As a result, the flow solution deviates further from the first guess,

and consequently, the convergence rate should decrease because

it is quadratic only near the root. This issue will be discussed in

Section 3.4.2 . 

Note that there is no calculation of the geochemical reactions

in the flow coupling, but the reaction term R α can be simply ex-

pressed as: 

R 

n 
α = 

(V αρα) n,rt − (V αρα) n, f l 

t n +1 
, (22)

where t n is time step n and ( ·) n, fr and ( ·) n, rt denote the values ob-

tained by the flow and reactive transport couplings, respectively.

The reaction terms are then estimated a posteriori at each time

step, and the mass conservation is retained throughout the calcu-

lations. Additionally, note that when three phases ( g, l, s ) are in-

cluded in the system, the term R g reflects not only the gas and

liquid connection but also the implicit gas-liquid-solid mass trans-

fer, which is not negligible in conventional geochemical model-

ing. The precipitation and dissolution of some minerals can lead to

gas depletion or formation, which affects saturation and pressure.

These phenomena were numerically demonstrated in Gamazo et al.

(2012) . Consequently, the value of the reaction term can be highly

important depending on the physical and chemical problem state-

ment and the desired accuracy; e.g., in Vostrikov’s work ( Vostrikov,

2014 ), the reaction terms between the flow of dominant compo-

nents and the reactive transport were neglected given the follow-

ing assumptions: “only very small amounts of minerals are trans-

ferred to the liquid form” and “minor components do not have a

significant impact on the physical parameters of system”. 

Algorithm 1 constitutes a simple two-phase system, where the

gas concentrations are assumed to be the secondary variables, as

for the relative permeability, the capillary pressure, and others. In

this coupling, the flow can be fully unreactive if the gas displace-

ment is the dominant mechanism and if the phase equilibrium cal-

culations are taken explicitly, from the reactive transport coupling

in this case. 

3.3. Coupling 2: reactive transport 

Relying on Algorithm 1 allows finding the phase velocities

and saturations and consequently managing the reactive trans-

port problem, which consists of the linear transport and nonlin-

ear chemical equations. Analogous to the standard coupling in sat-

urated porous media, Picard’s method can be employed. On the

one hand, the gas and liquid transport can be summed and writ-

ten for each species, similar to GIA for multiphase multicompo-

nent flow ( Class et al., 2002; Lauser et al., 2011; Lichtner, 1996 ),

by applying phase (dis-)appearance criteria and K-values K i = y i /x i .

In this work, this would be K i = K 

h 
i 
γi / (P ϕ 

g 
i 
) , as derived from (13) .

In the non-ideal approach, γ i is explicitly calculated for the elec-

trostatic states of ions based on the ionic strength, as discussed in

Section 2.3.1 . Furthermore, ϕ 

g 
i 

is the function of the properties of

the entire mixture, including y i itself. Thus, K i depends on both the

aqueous and gaseous compositions and should be updated at each

iteration as secondary variables. On the other hand, when solving

the liquid (7) and gas (8) operators separately, the gas concen-

tration from Algorithm 1 can be applied as a first guess, thereby
voiding the need to calculate the K-value by introducing the re-

ction terms. By denoting transport operators as T α( c α) = 0 and

eochemical reaction modeling, as described in Section 2.3 by R ( c ),

here c = { c l , c g , c s } , we propose the SIA-based reactive transport

lgorithm 2 . 

lgorithm 2 Picard’s method for reactive transport. 

1: ε rt = 1 × 10 −5 

2: k rt 
max = 60 

3: k = −1 

4: while 

[ ( 

max 

∣∣∣c 2 k +2 
g −c 2 k g 

∣∣∣
c 2 k +2 

g 

≥ ε rt 

) 

∨ 

( 

max 

∣∣∣c 2 k +2 
s −c 2 k s 

∣∣∣
c 2 k +2 

s 

≥ ε rt 

) ] 

∧(
k ≤ k rt 

max 

)
do 

5: k ← k + 1 

6: T g ( c 
2 k +1 
g ) = 0 

7: T l ( c 
2 k +1 
l 

) = 0 

8: c 2 k +2 = R ( c 2 k +1 ) 

9: end while 

Let us establish the specific aspects of Algorithm 2 . The reaction

erm r gl , which is devoted to replicating the dissolution and evap-

ration rates, is introduced in the gas transport operator at line 6.

mitting the porosity and external sources, it can be formulated

or gas species i as 

S n +1 
g c n +1 , 2 k +1 

g,i 
− S n g c 

n 
g,i 

t n +1 
= − (T g,i ) h + 

S n +1 
g 

t n +1 
r n +1 , 2 k +1 

gl,i 
, (23)

 

n +1 , 2 k +1 
gl,i 

= d n +1 , 2 k 
i 

c n +1 , 2 k +1 
g,i 

+ e n +1 , 2 k 
i 

, (24)

here ( ·) h denotes the discretization and d n +1 , 2 k 
i 

and e n +1 , 2 k 
i 

re-

ect the dissolution and evaporation processes, respectively. The

erms d n +1 , 2 k and e n +1 , 2 k are calculated at the previous itera-

ion 2 k , whereas r n +1 , 2 k +1 
gl 

corresponds to iteration 2 k + 1 . Con-

idering the concentrations obtained in the previous iterations

 1 , . . . , 2 k } , these parameters are defined as 

 

n +1 , 2 k 
i 

= 

k ∑ 

m =1 

1 R > 0 ( c n +1 , 2 m 

g,i ) 
c n +1 , 2 m 

g,i 

c n +1 , 2 m 

g,i 

, (25)

 

n +1 , 2 k 
i 

= 

k ∑ 

m =1 

1 R ≤0 
( c n +1 , 2 m 

g,i ) c n +1 , 2 m 

g,i , (26)

here 

c n +1 , 2 m 

g,i = c n +1 , 2 m 

g,i 
− c n +1 , 2 m −1 

g,i 
(27)

nd 1 R > 0 (·) is the indicator function of the set of strictly positive

eal numbers. Note that the dissolution and evaporation processes

re differently modeled. The asymmetric treatment is applied to

void negative concentrations when dissolution leads to the total

omponent consumption. Eq. (23) is still linear and can be directly

olved by a linear solver, such as GMRES with ILU(0). This new

istribution of gas species i entails different mass transfer that is

ikely associated with the corresponding total liquid mobile con-

entration of primary species j . Then, the liquid transport operator

q. (7) , line 7, is defined by 

S n +1 
l 

c n +1 , 2 k +1 
l, j 

− S n 
l 
c n 

l, j 

t n +1 
= − (T l, j ) h + 

S n +1 
l 

t n +1 
r n +1 , 2 k +1 

lg, j 
+ R ls, j (c s, j ) , (28)

 

n +1 , 2 k +1 
lg, j 

= 

∑ 

i 

αi j r 
n +1 , 2 k +1 
gl,i 

, (29)

here R ls, j is the reaction term of the liquid-solid interaction

hose detailed description and variable porosity management are

escribed in Lagneau and van der Lee (2010b ). 
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After the transport, the reactive module is used to find a new

ocal equilibrium state in line 8. The nonlinear chemical system

or basis species is solved at each cell by Newton’s method with

he line-searching procedure. The Jacobian is then analytically

valuated. To improve the convergence, a new basis can be chosen

ndependently in each cell; consequently, the set of primary

quations also changes. Finally, the changes in the gas and solid

oncentrations are subjected to stop criterion verification in line 4

f the phase interactions (liquid–gas and liquid–solid) occur. 

.4. Coupling between compressible two-phase flow and reactive 

ransport 

.4.1. Fully implicit scheme 

To solve the phase flow formulation (5) rather than the com-

ositional problem, other coupling approaches were also tested,

ncluding the following: Step 1. the phase conservation system

o trace the first estimation of velocities and saturations; Step 2.

he reactive transport coupling; and finally, Step 3. the phase

ow problem, solving Newton’s method a second time, considering

he phase transfer attributable to the geochemical reactions. This

ethod exerted disadvantageous effects on the convergence and

erformance because of the delayed treatment of the fluid proper-

ies at Step 1. Thus, the gas properties must be implicitly estimated

n the iterative loop of flow to guarantee the convergence and un-

onditional stability, particularly for dominant flow, when the me-

hanical displacement of the gas front occurs. Consequently, the

ow system is fully implicit, and Algorithm 1 inherits its advan-

ages, unlike the time-step restriction of the IMPES method. How-

ver, the latter diminishes numerical dispersion and reduces the

umber of nonlinear equations to be solved simultaneously. 

.4.2. Type of coupling 

The sequential coupling of the flow in Algorithm 1 and reac-

ive transport in Algorithm 2 modules has a specific limitation:

he flow is supposed to be unreactive. The flow method was ini-

ially developed for modeling the gas appearance resulting from

echanical displacement, not the phase transition from the liq-

id to two-phase state. Nevertheless, within the reactive transport

odule, the evaporation, dissolution and other chemical processes

hange the mass of each phase. The impact of such modifications

aries with the chemical system of each problem. We manage the

hanges arising from the RT in the flow block a posteriori by up-

ating the fluid and rock properties and the explicit reaction terms

 α , Eq. (22) . This approach is valid if the chemical reaction rates

and their impact on R α) and time steps remain small; otherwise,

he severe changes in the fluid and rock properties hinder the con-

ergence of Newton’s method because the initial guess is far from

he solution. Because of the explicit treatment, the geochemical

mpact on the flow can be significantly underestimated. To over-

ome this problem and model the reaction-driven advection, the

ight coupling, similar to the STOMP algorithm ( White and Oost-

om, 2006 ), should be applied for high change rates. This strat-

gy allows updating of the velocities and fluid/rock properties im-

licitly through an iterative procedure involving the flow and SIA-

ased reactive transport. However, when the mechanical force is

ominant, it is computationally efficient to use sequential coupling

etween the flow and the RT module. 

Applying GIA avoids this issue by definition because the phase

quilibria are generally calculated at each Newton iteration us-

ng the phase stability test ( Michelsen, 1982 ) and thermodynamics

ash ( Firoozabadi, 1999 ). The compositional flow system consists

f a larger set of nonlinear equations than that of the proposed

ethod. Furthermore, for variable switching, the primary variables

hould be adapted to the local equilibrium state, which requires

econstructing the Jacobian matrix. 
M  
.4.3. Numerical assessment 

Solving the entire problem is divided into two stages:

lgorithm 1 , the compressible flow coupling composed of N f non-

inear equations of flow and N g linear equations of gas transport,

ollowed by Algorithm 2 , the reactive transport coupling of N c + N g 

inear transport equations and N c + N kin nonlinear equations from

he chemical system. Let us estimate the computational impact of

ach part. Assuming a uniform time step for both flow and reac-

ive transport, we denote the calculation time of the entire system

 , the flow coupling per iteration t flc , the flow operator t fl, the gas

ransport t gt and for the reactive transport per iteration t rtc ; then,

 = N Nit t f lc + N Pit t rtc = N Nit (t f l + t gt ) + N Pit t rtc , (30)

here N Nit is the number of Newton iterations and N Pit is the num-

er of Picard iterations. Given that t gt � t fl and N Pit t rtc ∈ ( t fl/10 3 ,

 Nit t fl], we deduce that the calculation time per time step in this

rocess can be expressed as follows 

 Nit t f l < N Nit t f l + N Pit t rtc ≤ 2 N Nit t f l . (31)

he lower bound corresponds to the problem with a low geochem-

cal complexity (e.g., CO 2 and H 2 O). Therefore, the calculation time

 is primarily dependent on the flow operator part, and t fl is the

ontrolling factor. This can be reduced using a linear solver and

reconditioner ( Jiang, 2007 ) and/or using the AIM for the flow sys-

em. The upper limit can be reached when the aggressive geo-

hemistry is modeled with, for example, the (dis-)appearance of

olids, gases, and the redox reactions; however, the calculation

ime t is still strongly dependent on t fl. Thus, we conclude that

hen the components in the chemical system are more abundant,

he proposed flow coupling is more advantageous compared with

he methods based on the compositional flow formulation, consid-

ring that the larger time stepping in GIA can be compromised by

he required reactive time step. 

The inner couplings have their own tolerance, which repre-

ents another benefit of the OSA: εNf and ε g ∈ [10 −8 , 10 −6 ] for flow,

 rt = 10 −5 for reactive transport and 10 −12 for chemistry; thus, the

ass balance error is in the range [10 −6 , 10 −5 ] according to the

est cases used for different types of geochemical and hydrody-

amic complexities. 

. Numerical simulations 

The proposed method is first tested by modeling a problem

ith a self-similar solution. Next, we apply it to the simulation

f CO 2 injection, allowing the capabilities of the simulator to rep-

esent the physical behavior and its computational efficiency to

e investigated. Then, an example including mineral reactions is

rovided. 

.1. 1D axisymmetric problem: Radial flow from a CO 2 injection well 

The axisymmetric problem of constant injection in a saturated,

orizontal, and infinite reservoir allows the self-similar variable

 

2 / t , which makes it an ideal approach for verifying the numer-

cal code. In addition, the problem was studied in the workshop

Intercomparison of numerical simulation codes for geologic dis-

osal of CO 2 ” initiated by Lawrence Berkeley National Laboratory

 Pruess et al., 2002 ), modeling a constant 100 kg/s CO 2 injection

n a long aquifer 10 0,0 0 0 × 100 m 

2 . We use the parameters pre-

ented in Pruess et al. (2002) and adapt some of them: because the

ore compressibility is neglected, we intensify the intrinsic perme-

bility, K = 2 × 10 −13 [m 

2 ] . Additionally, water is present in each

rid cell. The fluid properties and solubility are also treated dif-

erently. In HYTEC, the gas and liquid densities are provided by

eng–Robinson models ( Ahlers and Gmehling, 2001; Jaubert and

utelet, 2004; Robinson and Peng, 1978 ), and the viscosities are
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Fig. 1. 1D axisymmetric problem: gas saturation S g . Results of HYTEC (in color) and TOUGH2-ECO2 ( Pruess et al., 2002 ) (black). 

Fig. 2. 1D axisymmetric problem: gas saturation S g as a function of R 2 / t . 
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predicted by Altunin (1975) ; Islam and Carlson (2012) . The partial

molar volume at infinite dilution in water is averaged over the rel-

evant pressure range, and the aqueous activities and gaseous fu-

gacities are simulated according to the b-dot and PR78 ( Robinson

and Peng, 1978 ) models, respectively. In Pruess et al. (2002) , the

TOUGH2-ECO2 module was used, which is described in Pruess and

García (2002) . 

Despite the aforementioned deviation in parameters, the gas

saturation front is similar in both cases, particularly over the first

10 0 0 d, as shown in Fig. 1 . The increased discrepancy in the satu-

ration front position at 10,0 0 0 d arises from the water disappear-

ance zone modeled in Pruess et al. (2002) . Note that the satura-

tion curves of HYTEC are almost perpendicular to the R-axis, unlike

the slopes of TOUGH2-ECO2, which increase over time because of

the truncation errors. The results of gas saturation, presented as a

function of R 2 / t , are illustrated in Fig. 2 and demonstrate the high

accuracy of the numerical code. The results are similar to those

obtained by GEM ( Computer Modelling Group, 2009 ) over all mod-

eled domain, Fig. 3 (a). Moreover, the gas saturation curve of HYTEC

agrees well with those modeled by STOMP, TOUGH2-ECO2 and two

modified TOUGH2 except the dry-out zone appeared near the in-

jection well R 2 /t < 5 × 10 −6 [m 

2 / s] , Fig. 3 (a). Results for CO (aq)
2 
ass-fraction and pressure show a high range of values, Figs. 3 (b)

nd (c). HYTEC provides a lower pressure in a two-phase zone,

 

2 /t ≤ 10 −2 [m 

2 / s] , the pressure relaxation might be caused by

he specific treatment of dissolution process in the HYTEC cou-

ling, grid dimension or boundary conditions. The shape of pres-

ure curves and transition zone are still close. 

.2. 2D problem: CO 2 injection in a fully water-saturated domain 

The 2D problem of CO 2 injection in a fully water-saturated do-

ain was proposed by Neumann et al. (2013) . The CO 2 is in-

ected at a constant rate of 0.04 kg · m 

−2 ·s −1 through the left

ottom boundary (whose length was not provided in Neumann

t al. (2013) ) of the 600 × 100 m 

2 rectangular reservoir. In this

ork, the injection border is 10 m long, and thus, the debit is

.4 kg/s. The Dirichlet boundary conditions are set at the right bor-

er of the reservoir: hydrostatic pressure and S g = 0 . By neglect-

ng the dispersion and using the Millington-Quirk tortuosity model

 Millington and Quirk, 1961 ), the effective diffusion in this problem

akes the following form: 

 

e 
α = φ4 / 3 S 10 / 3 

α D α. (32)

he geometry and grid dimensions are taken from Neumann et al.

2013) , whereas the models of fluid properties and solubility

 Section 4.1 ) differ from those used in the reference. 

The fluid dynamics is represented exactly as in Neumann et al.

2013) : the CO 2 forms a bubble that grows and rises upward.

hen, the current is distributed along the top of the aquifer as

ts area gradually expands, as shown in Fig. 4 . The gas satura-

ion is lower than the DUNE results presented in Neumann et al.

2013) , whereas the mole fraction of CO 2 x l,CO 2 
is higher. This might

e because of the uncertainty regarding the injection rate used in

eumann et al. (2013) and the different fluid properties and phase

quilibria models. 

The same grid dimension as in Neumann et al. (2013) is cho-

en for this simulation: 240 × 40 cells. The maximum number of

ewton iterations is set to 9 in HYTEC for this problem. The tol-

rance of Newton’s method ( Algorithm 1 ) is ε N f = 10 −7 , and the

as quantity criterion Eq. (21) is ε g = 10 −5 . The mass conservation

rror is on the order of 10 −6 . 

The initial time step is set to 156 s, which is also the minimum

ime step min( dt ). The time stepping for HYTEC and DUNE is listed

n Table 3 . The HYTEC’s user-imposed maximum time step max( dt )

s slightly higher (by 8%), and thus, the average dt is larger and the

YTEC is executed faster (by at least 9%). 
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Fig. 3. 1D axisymmetric problem: results obtained by HYTEC and the codes participated in the workshop “Intercomparison of numerical simulation codes for geologic 

disposal of CO 2 ” initiated by Lawrence Berkeley National Laboratory ( Pruess et al., 2002 ), where IFP – SIMUSCOPP, IRL, CSIRO – modified TOUGH2, LBNL – TOUGH2-ECO2, 

ARC – GEM, PNNL – STOMP, (Pruess et al., 2002, Figs. 3.5–3.7) . 
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Table 3 

2D problem of CO 2 injection in a fully water-saturated domain: time stepping. 

min( dt ), s max( dt ), s mean( dt ), s 

DUNE 156 .25 5,0 0 0 3,580 

HYTEC 156 5,400 4,475 
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d  
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d

 

i  
In Table 4 , the HYTEC execution time includes the grid con-

truction, initialization, output printing, solvers, and secondary

roperty modules. During our simulation, the total number of

ime steps (successful and unsuccessful) was 39% less than that of

UNE, which can be explained by the slightly higher average time

tep and rate of Newton’s method convergence in HYTEC. 

When applying our method, the unsuccessful steps occur im-

ediately after the moment when the gas current reaches the

ight boundary. Thus, the CO 2 (g)’s further propagation is restricted

s the dissolved CO 2 is released. Hence, the boundary conditions

re no longer adapted to the problem. 

.3. 2D Injection and impact on chemistry 

An application is proposed to test the coupling with chemistry.

he application builds on the previous 1D radial and 2D injection

roblems. The gas injection of CO 2 and H 2 S takes place in an ini-

ially fully saturated reservoir at 3.1 km depth. The reactivity of

he host-rock is now taken into account. A homogeneous carbon-
ted reservoir is simulated: Table 5 . All reactions are considered

t equilibrium, using the LLNL database ( Wolery and Sutton, 2013 ).

on and water activity were corrected by the b-dot and Helgeson

ormalisms ( Helgeson, 1969 ). The Henry’s constants are pressure-

nd temperature-dependent, the gas-liquid equilibria modeling is

escribed in Section 2.3.2 . Sulfur oxidation and sulfate reduction

re disabled in this context: the intermediate temperature (80 °C)

nd the relatively short time frame (30 y) do not enable active

hermal nor bacterial sulfate reduction ( Riciputi et al., 1996; Wor-

en et al., 1996 ). 

The gas injection of 75 mol % of CO 2 (g) and 25 mol % of H 2 S(g)

s modeled at a constant rate of 40 kg/s. The diffusion coefficients
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Fig. 4. 2D problem of CO 2 injection in a fully water-saturated domain: gas saturation from [0, max( S g )] and contours of CO 2 mole fraction x l,CO 2 at 0.005, 0.011, and 0.016. 

Table 4 

2D problem of CO 2 injection in a fully water-saturated domain: successful and un- 

successful Newton iteration number (Ni), total number of steps (successful and un- 

successful) and total execution time. 

Tot. of time steps Mean(Ni) Tot. of Ni Tot. exec. time, s 

DUNE 2,249 3 .9 – 13,975 

HYTEC 1,380 5 .2 7,183 12,708 

Table 5 

Initial chemical composition of the carbonated reservoir for the fully coupled prob- 

lem. 

Porosity 0 .12 

Permeability 10 −13 m 

2 

g/L water g/L rock 

Calcite 15 ,170 1 ,821 

Dolomite 3 ,005 361 

Anhydrite 1 ,029 124 

NaCl 150 
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Fig. 5. 2D radial problem: g
n gas and liquid phases are at 7 . 7 × 10 −8 and 5 . 7 × 10 −9 m 

2 /s, re-

pectively. The Peng-Robinson EOS ( Robinson and Peng, 1978 ) and

cCain model ( McCain Jr., 1991 ) are employed for gas and liquid

ensity modeling. The 100 m-high aquifer is supposed infinite as

reviously in Section 4.1 . 

The evolution of gas saturation has already been seen, its shape

nd displacement are similar to that of 2D problem, Section 4.2 .

ig. 5 presents the gas saturation map for the aquifer domain

00 × 3,000 m at 30 y, the X -axis is scaled 5:1. However, the

as density distribution in Fig. 6 reveals not only pressure ef-

ect but also a heterogeneous behavior at the front of gas cur-

ent. That physical phenomena, so-called chromatographic parti-

ioning or separation, was experimentally observed in Bachu and

ennion (2009) . Fig. 7 illustrates a gas composition at differ-

nt height of the aquifer. Because CO 2 is less soluble than H 2 S

nd gas current moves forward extending its tongue, accumula-

ion of CO 2 appears ahead, particularly at the top of the aquifer,

ig. 7 (a). Slight peaks of CO 2 (aq) similar to those of CO 2 in gas
as saturation at 30 y. 
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Fig. 6. 2D radial problem: gas density in kg/m 

3 at 30 y. 

Fig. 7. 2D radial problem: mole fractions of CO 2 (g) and H 2 S(g) at the height (a) 97.5, (b) 47.5 and (c) 2.5 m at 30 y. 

Fig. 8. 2D radial problem: CO 2 (aq) concentration in molal at 30 y. 
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lso develop at the front of gas-liquid contact. Figs. 8 and 9

how the concentration map of CO 2 (aq) and H 2 S(aq) at 30 y,

espectively. 

The mineralogical evolution is limited. The acid gas injection

auses a drop in pH. The carbonate minerals react as ph buffers,

nd the ph stabilizes from initial 8 to 4.7 within gas dissolution
rea, Fig. 10 . The mineral dissolution is small due to the buffering:

alcite dissolution attains only 0.02%, Fig. 11 (a); dolomite dissolu-

ion is even less and limited to 0.005%, Fig. 11 (b). Indeed, without

nput of fresh water, the solution reaches an equilibrium with the

issolved calcium, magnesium and carbonate, and prevent further
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Fig. 9. 2D radial problem: H 2 S(aq) concentration in molal at 30 y. 

Fig. 10. 2D radial problem: ph at 30 y. 

Fig. 11. 2D radial problem: evolution of mineral dissolution in % at 30 y. See text for details. 
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mineral dissolution. This effect was documented from a chemical-

only point of view by Sterpenich et al. (2009) . 

Finally, without redox reactions between sulfur and sulfate, an-

hydrite reactivity is limited to small amounts of precipitation (0.1%,

Fig. 11 (c)), when excess dissolved calcium from the carbonate dis-

solution reacts with dissolved sulfate . 
. Conclusion 

A new solution method for compressible multiphase flow that

an be integrated as a module in the OSA- or GIA-based reactive

ransport frameworks based on the operator splitting or global im-

licit approach was proposed. The flow method consists of the
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L  
hase conservation formulation, the gas transport and the equa-

ions of state. This versatile structure allows the constant number

f nonlinear equations of the flow problem to be conserved, inde-

endent of the geochemical system. Then, in chemistry, the basis

omponents can change during a time step and enhance the con-

ergence. This characteristic makes this method advantageous for

odeling multicomponent problems. Furthermore, the entire flow

oupling preserves the fully implicit advantages of the multiphase

ow discretization. 

The present method was implemented in the SIA-based reac-

ive transport simulator HYTEC. The numerical code was verified

gainst a problem accepting a self-similar solution which was doc-

mented in an international benchmarking exercise; its computa-

ional efficiency was confirmed by simulating CO 2 injection and

ompared with that of DUNE. The ability to model multiphase

ulticomponent reactive flow was also demonstrated. Having pro-

ided the evidence of the method’s capabilities, we note that it

eeds further validation and verification such as benchmarking of

ultiphase flow and reactive transport codes to evaluate the im-

act of coupling approach on modeling physical processes. 

Let us discuss the hypotheses assumed in this work. First, the

ow problem of water disappearance can be addressed by us-

ng alternative formulations of primary variables (e.g., gas pres-

ure/liquid pressure). A rigorous generalization of variable switch-

ng is thus possible. 

The next issue is the modeling of strongly reactive problems

ith high geochemical impacts on flow. In this case, the proposed

equential non-iterative coupling between the flow block and the

eactive transport block might be insufficient. The method should

e analyzed using such cases to evaluate the relevance and ef-

ciency of an iterative approach. Numerical criteria for the pos-

ible switching strategy are anticipated. The method’s flexibility

lso allows for its extension to non-isothermal flow. When solv-

ng the energy equation, several numerical schemes and coupling

lgorithms are available. If an explicit discretization is applied for

ne of the coupling steps, then stability conditions are required. 
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