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Feasible path toward 40%- 100% renewable energy shas for power
supply in France by 2050: A prospective analysis.

Vincent KRAKOWSKI?, Edi ASSOUMOU, Vincent MAZAURIC, Nadia MAIZ]2

HIGHLIGHTS

» Combination of thermodynamic framework and enerigysping model.

» Short-term dynamic of power systems in long-terospective studies.

* Approach applied to renewable penetration in tlen€n power system.

* Major role played by dispatchable power plants,angpand demand-response.
* Renewable energy penetration may jeopardize poysters reliability.

ABSTRACT

This paper explores the conditions under whichwerdrde energy sources (RES) penetration
could jeopardize power system reliability, as wadl which flexibility options could help
integrate high levels of RES. For this purpose,used an energy-planning model from the
TIMES family, which provides a realistic represditia of power systems and plausible
options for their long-term development, compldbgda thermodynamic description of power
systems to assess their reliability. We applied thiodel to the case of France and built
contrasted scenarios, from 0% to 100% renewableggmenetration by 2050. We also tested
different assumptions on Variable Renewable EndMRE) production, imports, demand
flexibility and biomass potential. We show that thipenewable energy penetration would
need significant investments in new capacities, flexibility options along with imports and
demand-response, and that it is likely to detetgopmwer system reliability if no technologies
dedicated to this issue are installed.

KEY WORDS: Prospective; Power systems; Renewable energy attegr Reliability

1. INTRODUCTION
1.1. Context of the study

Renewable energy sources (RES) have been devel@pidly since the early 2000s. Today,
countries all over the world have set penetratagédts for these energy sources in order to
combat climate change, anticipate fossil resoureglation and solve energy dependency
issues. For instance, the European Union set atinl® of 20% renewable energy in final
energy consumption by 2020 [1], recently extende@7%% by 2030 [2]. Many states in the
United States (US) have implemented Renewable dfiortGtandards (RPS) that require
suppliers to provide a minimum load using eligiBES [3]. In France, RES must account for
23% of final energy consumption in 2020 and 3292080. The targets are respectively 27%
and 40% in the power sector [4]. In the longer tetypically 2050, several countries or
regions have designed roadmaps to achieve greemlgas GHG) emissions reductions of up
to 80% compared to 1990 levels. According to theselmaps, the power sector could play a
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major role in two ways: first, the GHG emissiongluetion target could be higher than for

other sectors (between 90% and 100%) and secoadiigh share of energy demand from

other sectors, such as transportation, could baged by electricity in the future [5].

Since RES are GHG-emission-free (with the exceptibbiomass combustion), they could

represent a significant share of power productior2050. However, some RES rely on

external weather conditions: these are called W&i&Renewable Energies (VRES). They do
not offer the same service as conventional gensradnd, as consequence, high VRE
penetration levels, if not carefully anticipatedutd hinder power system management and
strongly push up power supply costs [6]. This esrtiain issue addressed in this paper.

1.2. State-of-the-art on the impacts of VRE penetratioron power systems

In order to perform relevant analyses of the evolubf power systems integrating VREs, we
need to consider their specific features and thgowg that could help improve their
integration. The potential impacts of VREs on powgstems can be classified according to
the temporal scale with which they are linked. Deanal. [7] gave an exhaustive presentation
of the different time scales relevant for powertsys security concerns and showed how
VREs could weaken power system security on eadhexfe time scales. They claimed that
these scales should be analyzed together whenatveuhe impacts of VRE penetration on
power systems, and they proposed a methodologgoigpling a Long-Term Planning Model
(LTPM) with an Optimal Dispatch Model (ODM) to a@ds this issue. LTPMs determine the
cost-optimal pathway to reach certain objectivetheamedium or long term. They minimize
the overall cost throughout the studied periodjngknto account both investments and
dispatch, generally performed in a stylized wayweo plants are aggregated into a single
process for one technology, and hours, days andhs@are aggregated into a more or less
small number ofime slices (TS) in order to limit the computational time bdktmodel as well
as the number of assumptions to be made. In conttd3Ms generally perform a more
accurate dispatch, but only for one year and foogerous assumptions on installed
capacities. ODMs are based on an hourly represemtaf the supply-demand balance (or
infra-hourly) taking into account technical consita such as ramping constraints, minimal
power output, and startup costs. They solve whih@svn as the Unit Commitment Problem
(UCP). Despite the use of these two models, theoasitexplained that the very short time
scale, which covers the ability of power systemsdpe with sudden disturbances (typically
the loss of an element or very quick variationsdemand and production at a second or
minute scale), named power system stability, wasaddressed in their study and would
require a third tool as well as many data. One gbdhe present study, and the model we
have developed, is to give insights into power eysstability in LTPM without explicitly
representing the very short-term dynamics involvettis issue.
Generally speaking, there are currently three waysckling VRE integration concerns in
LTPMs:
1. Improving the representation of VRE variability etitly in LTPMs with an appropriate
choice of the temporal description;
2. Coupling an LTPM with an ODM;
3. Incorporating some of the short-term dynamic fesgusf power systems directly into an
LTPM in the form of additional constraints that aah simulating some of the power
system’s technical requirements.

Note that another relevant issue regarding VREghat&gon in power systems is beyond the
scope of this study, i.e. because VRES rely onedsgal resources, their penetration would
certainly require a deep transformation of the 'gridpology structure. Several studies have
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dealt with this issue, which remains an activedfied research (for example Shawhan et al. for
the Eastern part of the US [8], Hagspiel et al.Earope [9], Pesch et al. for Germany [10],
Zhang et al. for China [11]).

In what follows we focus only on LTPM-based studgsce they perform an investment
analysis over the whole period studied. Other stdielying on ODM only or other tools, are
well suited for answering some issues concernimgittipacts of high shares of VREs, for
instance the amount of storage and balancing redjuo prevent VRE curtailment [12], but
they miss the assessment of long-term investmasisidas. Therefore, they are not relevant
for our investigation.

In order to deal with the first approach preserdbdve, based on LTPMs only, Park et al.
explored the optimal power mix in South Korea nefyion different proportions of
renewables using a TIMES model with a detailed sseent of renewables supply curves.
Their study indicates a high share of solar phdtaio (PV), from 25% to 40%, in 2050
depending on the overall penetration of renewainlggwer production and the comparative
evolution of supply costs. However, the authorsndd clearly state how they dealt with
intermittency issues [13]. Kannan et al. testedodeefits of increasing the temporal details of
a TIMES model (STEM-E which describes the Swiss grosector) comparing an 8 time-slice
(TS) model and the same model with 288 TSs. TheysHt that the model with fewer TSs
tended to overestimate baseload capacities compathd model with more TSs [14]. Nelson
et al. conducted an analysis of low carbon scesddpothe Western North American power
system (WECC) until 2030 using the SWITCH modelisTimodel features a high level of
spatial details with 50 interconnected load areaswell as a fairly accurate temporal
description with 144 TSs and post-optimization putispatch verification. Depending on
the assumptions, a 54% carbon emissions redudrgettin 2030 compared to 1990 levels
would lead to between 17% and 29% of power supmyfVRES. In all of the simulated
periods and for all scenarios, the dispatch vetifon did not find a single hour during which
production could not meet demand, showing that thEPM is quite robust for power system
sizing purposes, at least for intermediate penetradevels of VREs [15]. Blanford et al.
conducted a deep analysis of Clean Energy Standatds US using the REGENhodel and
dividing the US into 15 regions. They used an atgor to choose the 84 TSs of their model
in a way that maximizes the capture of residuatflaariability. One of their results is the
high need for backup capacity in the scenarios with highest penetration of renewables,
which can be reduced if grid extensions are avialfl6]. Ludig et al. assessed under what
conditions of technology availability (carbon cagtuiand storage and offshore wind) and
demand evolution the German power system coulchréd@e government’s targets by 2050
For this purpose they used the LIME-D model, whiepresents the German power system
divided into 5 regions, based on 48 TSs. The TSee voeilt to depict the seasonal and
intraday variability of demand but also differeppital days of wind power production (one
day with a low wind resource, one with medium wiregource and one with high wind
resource). Thanks to this TS choice, instead oery poor description of wind variability

* One of the main features of this model is the soft-linking between an LTPM with a computable general
equilibrium model. The macroeconomic aspects of renewables penetration are beyond the scope of our study
and so we focus here on the LTPM-part of the REGEN model.

> The residual load is calculated as the overall load minus the production from all VRE sources.

® 98% of GHG emissions reductions compared to 1990 levels and 80% RES penetration together with nuclear
phase-out by 2022.



(only 10% of this variability), they were able tbtain a much more satisfying description
(65% captured). On top of this representation afidwariability, the model includes an
additional TS schematizing extreme-peak demand alé a8 minimum backup capacity
constraints. This temporal representation allows&iter assessment of power system sizing.
Within this framework, authors obtained similaruis as in [16] concerning the trade-off
between the different mitigation technologies (wimolwer, nuclear power, CCS and grid-
extensions) [17]. A similar study was conducted Sghmid et al. for the European and
MENA’ power system with the LIMES-EU model [18]. Pfergen et al. assessed several
decarbonisation scenarios for the United Kingdor{)(Electricity sector until 2050 using the
Calliope model with 550 time-slices (TS) each reprged year. In their model, the UK was
divided into 20 regions and the grid capacity lsniere taken into account. They found that
increasing VRES’ share up to 70% would only lea@ t&mall cost increase compared to the
optimal scenario, but that higher VRE shares waaljlire grid-scale storage options, more
imports, or the installation of dispatchable renieMa [19]. The performances of a fairly poor
time-resolution TIMES model (12 TS), applied to Belgian power system was assessed by
Poncelet et al. comparing the results with thosainbd with the help of an hourly ODM,
with and without detailed technical constraintseytshowed that for low shares of VREs
(less than 25%) the few technical details of th®IEE model were a major source of error,
but that above a certain threshold of VRE penetnatihis error saturated and the error caused
by low temporal resolution became the most sigaific For 50% VRE penetration in the
power mix, the error in the dispatch is more th@folwith an overestimation of VREs and
base-load power plant production and an underesamaf dispatchable power plant output,
finally leading to a 50% underestimation of the r@pienal costs. The authors then compared
different strategies to improve the TIMES mode&mporal description either by increasing
the number of TSs, choosing TSs representing diftewind resource availabilities (low,
medium and high), or choosing representative dailewing a method proposed by [20].
They showed through systematic analysis that isongathe number of TSs only had a slight
effect, whereas choosing TSs that capture VRE Wiitia was far more efficient. For
instance, they obtained very good results with & 8émodel featuring TSs representing the
different wind resource availabilities [21].

Besides these studies, soft-linking between an LHaAMan ODM has been developed to deal
with VRES’ impacts on power systems.

One of the first approaches by Deane et al. [2Bjeaed a coupling between TIMES and
PLEXOS applied to the 2020 Irish power system, teth used in [7] as a proof of concept,
with an application to the evolution of the Italippwer system security until 2030. Among
the many interesting results provided by the ODMIgsis (with PLEXOS) of the optimal
generation portfolio obtained with the TIMES modéky showed that this optimal portfolio
was not reliable enough when looking at loss ofllpaobability, and that many gas plants
were not generating at all through the year, whsttongly questions their profitability.
Nevertheless, the TIMES model employed in this wtutsed a relatively poor temporal
representation with only 12 TSs. Pina et al. exgddow-carbon scenarios for Portugal until
2050 using a soft-linking between a TIMES modeltim288 TS) and EnergyPLAN, which
checks the supply-demand balance for each houhefyear with the optimal capacities
obtained using TIMES. Above a given threshold ofSRéurtailment, constraints on RES
capacities are added into the TIMES model to lithéir penetration. They simulated two

7 Middle East and North Africa
& A TIMES model for the Italian power sector only called MONET.



scenarios, one with no new Pumped Hydro StorageSjPkb that the only storage in the
power system was the current PHS installed in Batt(l GW), and one with a new PHS up
to 4.3 GW. This second scenario never showed niame 2% VRE curtailment and thus did
not need any iteration to meet the UCP requiremevitigreas the first scenario needed 135
iterations. This demonstrates that the suitabtyL. TPM may depend on the assumptions
made when high RES scenarios are simulated [23JofAlinking between a multi-objective
LTPM with 7 TSs and an hourly dispatch simulatioasvalso carried out by Zhang et al. for
the Tokyo area in Japan. They studied least-cabiwagys as well as least-G@missions
pathways until 2030 for different assumptions owrlear evolutions. One of their results is
the trade-off between coal and gas depending orlfective and improved integration of
VREs (i.e. less curtailment is observed) with mgae and less coal since gas plants are more
dispatchable [24].

Finally we present some studies which directlygriée some short-term dynamic features of
power systems in LTPM.

Spiecker et al. have proposed this kind of integtdtTPM for assessing VRE penetration in
the European power system (with a focus on Germaorylifferent demand scenarios and
taking into account the stochastic behavior of VRE@Me typical ODM features were added
as constraints on long-term optimization (reseeguirements divided into spinning and non-
spinning reserves, startup costs, part load opagti Within this framework, it was found
that penetration of renewables would reduce theheunof load hours for dispatchable
technologies, typically gas-fired plants, and also some VRES, typically solar PV [25].
These results were confirmed by a mixed LTP-OD rhdéeeloped by Koltsakis et al. and
applied to the Greek power system evolution uriB@ The technical constraints included in
the model make it possible to very precisely dephet reserves, ramping and startup
requirements of thermal power plants and their @ated costs. The optimal dispatch
submitted to these technical constraints is peréarmvery hour of one average day for each
month of each investment period [26]. Welsch ehakle used the OSeMOSYS model with
only 12 TSs to assess a renewables penetratioarscemtil 2050 in Ireland and showed that
adding technical constraints (reserve requiremergsping and cycling constraints for
thermal power plants) significantly improved thesuks compared with a more detailed
ODM. Moreover, using over-simplified models for @ssing low-carbon scenarios ought to
lead to an overestimation of VRE contribution and wnderestimation of new capacity
requirements, especially those that could mostlyegday a backup role, and thus of
investment levels [27]. Komiyama et al. used a lyigamporally detailed model with a 10-
minute resolution to analyze different nuclear &tdG mitigation scenarios until 2050. As
well as the very accurate time representationjribdel includes many technical constraints,
such as minimum and maximum installable capacitinimum production from thermal
power plants, ramping constraints, and capacityerves requirements. This model is
particularly suitable for assessing the role ofregje batteries for solar PV integration
purposes [28]. Bertsh et al. modeled the Europeamep system with the DIMENSION
model, which integrates ramping constraints as aeldifferent flexibility options that can
meet these constraints. Moreover, the capacitieth@finvestment model are fed into an
hourly dispatch model to check the supply-demaridrice more accurately. The goal of the
authors was to give insights into the need for meavket designs in order to remunerate the
necessary backup dispatchable capacities acconmgpRE penetration. They showed that
there was no need for flexibility incentives, sirnthe low investment costs of open cycle gas
turbines (OCGT) mean that they should naturallyirtstalled for adequacy and backup
purposes in scenarios with high shares of VREs.yTWweuld also provide the required
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flexibility as a by-product [29]. Finally, an ap@ch based on a thermodynamic description of
electromagnetism laws, which consists in assedsmgtic and magnetic energies embodied
in the power system through the calculation of tadicators, illustrating the system’s ability
to tackle a supply-demand mismatch, was proposed3@). The calculation of these
indicators was combined with a TIMES model whichalded addressing the long-term
evolution of power system stability [31]. This apach was used to assess the French
Reunion Island’s commitment to energy independdncy030, with a power sector relying
only on RES [32], and then improved to include D] and storage technologies [34]. It
was assessed that 50% VRE penetration in the Relsiand power system could be reached
without jeopardizing kinetic reserves, which is abdhe 30% penetration limit currently
included in the French law for insulated territsrie

From this state-of-the-art, several conclusionstEmadrawn:

* Despite the different approaches, families of medald assumptions, some conclusions
are similar regarding RES or VRE penetration,the.need for flexible backup capacities,
the reduced availability factor of thermal poweargk, and the increasing level of VRE
curtailment as their share increases, which caallegiated by installing more storage
capacities, applying demand-side management, enditg the power grid.

» Every approach has strengths and weaknesses: stdntlAMs lack some power system
technical features leading to an underestimatiodRE impacts; soft-linking between an
LTPM and an ODM requires maintaining two differenbdels and raises unobvious
guestions concerning the iteration process betvbe¢m models; and LTPMs integrating
more detailed technical constraints similar to éhegisting in ODMs are limited by time
calculations or the need for accurate and cohelaat

* The best strategy for tackling VRE penetrationéssin LTPMs does not always seem to
be to increase the number of TSs, but rather taquately choose a limited but
representative number of TSs, as stated by [21].

* Whatever the approach employed, there is geneaalfck of investigation into the very
short-term balance (seconds and minutes) for tin@lsireason that these timescales are
not attainable in LTPMs (or ODMSs). To our knowledtfee single approach that enables
reconciling this very short-term dynamic with thendgi-term analyses performed by
LTPMs, is the one proposed in [30] and appliecheoReunion Island.

1.3. Approach and purposes of the present study

In this study, we explore different levels of REShptration in the French power system, from
40% to 100% by 2050, with intermediate targets mbast with current laws on RES
penetration in 2020 and 2030, and on nuclear ptamumitations after 2025 [4]. Hence we
aim to extend the debate from the simple questi@na“x% renewable power system
feasible?” to a description of possible interplays betwesvestment and operation decisions,
and their evolution over time. For this purpose, wge a bottom-up, long-term investment
planning model from the MARKAL-TIMES family [35], &l suited for the dynamic
evolution assessment on a long period of severadbs, that we have improved with:
» TS resolution enabling us to capture, at leastypatémand as well as VRE variability as
shown in [21];
* The disaggregation of power production technologiésning us to capture the need for
peak and extreme-peak power plants in the poweersyslhis idea was suggested in [14,
Sec. 5.5] but to our knowledge never used to as®ESspenetration in power systems;



 Combined representation of demand elasticity, delmasponse technologies, storage
technologies and interconnections to assess tleeplay between all these flexibility
options. Such a combination of flexibility optiongas only considered in very few

studies, e.g. the role both of storage technologres load-savings was assessed in [28]

but not the contribution from interconnections enthnd-response technologies; the study

[29] gathered many flexibility options among whidktailed demand-response options,

but did not consider interconnections or elastiotydemand. None of the other studies

reported in the state-of-the-art have assessemtb®f demand-side options to cope with

VRE variability.

We also couple our LTPM with the thermodynamic apph described in [30], which was
never applied to a large-scale power system, te: giv

The impact of different levels of RES penetratiam those reserves and thus, on the

reliability of the studied power system;

An analysis of the levers that could result inreréase in power system reliability.
Altogether these features allow us to assess wmdieh conditions the French power system
could evolve from a low-carbon nuclear-based posystem to another low-carbon power
system relying on a completely different productpamadigm.

Note that France currently provides kinetic endmgthe whole synchronized European power
system and thus helps stabilize it. In this respsitidying RES penetration in the French
power system is of interest not only for nationaliqy issues but also for its implications on
other European power systems. Moreover, few RE®tp@ion studies have been done of
France, and to the author’s knowledge, none baseth@.TPM.

We show that the penetration of RES in the Frermligp system involves transforming the
way the power system is operated. First, it reguirew flexibility options, with the greatest
contributions coming from load flexibility (reduott and postponing) and imports. Contrary
to other studies we find only a small contributfoom storage technologies. Second, there is
a need for dispatchable power plants for back-upgaes, although this raises a financial
guestion since they are likely to produce veryeligower. Finally, the French power system’s
ability to handle the supply-demand mismatch cdddgeopardized with an increased share of
RES if no technologies dedicated to this issueratalled.

The first part describes our model and the mainrapsions used to conduct this study; the
second part presents our results as well as aitadrand economic analysis; the last part
gives some conclusions, discusses the limitatidritkis study and points to future research
likely to be of interest on this topic.

2. METHODOLOGY
2.1.The reference energy system

We use a model from the TIMES model family to asdbe implications of RES penetration
in the French power system. This kind of modelvedi@ detailed representation of an energy
system while giving a cost-optimal path for the lation of this system, respecting policy,
environmental and technical constraints [35]. Im oase, we model mainland France and
power exchanges with neighboring countries.

The technical representation of the power systensists of 30 existing technologies and 89
new technologies in order to describe the widerdityeof existing power plants in operation,

° A recent study used an hourly dispatch model for assessing high RES penetration levels (up to 100%) in the
French power system in 2050 but it did not perform the full trajectory optimization from today to the horizon
[36].



or that could be in operation in the future, inte@ The reference energy system used in this
study is depicted on the diagram in Figure 1. Hossanium, biomass resources and
renewable flows of energy are consumed by powertplavhich produce electricity injected
into the grid and generate G@®missions, either into the atmosphere or possibty sinks if
they are equipped with capture technology. Elegtyrican be converted into lower voltage
and then consumed by the different demand sectomsumed directly. It can also be
imported and exported from and to other countiesugh existing or new interconnections.
Demand response and storage technologies can ta#lddsand participate in the supply-
demand equilibrium.

CO2 in the atmosphere { Demand-Response Technologies |
[__HV demand (in&ystry, energy) |
_ MV demand (commercial, agriculture, rail
__ [LV demand (residential, commercial, electric vehicle) ]

- Fossi power plants with CCS electicallosses |

_ Enrichuranium - Nuclear powerplants HV/MV substation @%MWLV substation <[V power>

Imports M Interconnections Interconnections
| Storage technologies . .
Figure 1. Schematic diagram of the reference engyglem used in this study

2.2. The temporal resolution of the model

Figure 1 is a highly schematic description of teerence energy system combining existing
and new technologies. In the model, the existingggrosystem is represented with load and
production calibrated on 2012 data. The model ban invest in new technologies to meet a
future load input scenario with the objective ofnmiizing the overall cost of the energy
system with the assumption of perfect foresighthia study, the time horizon is 2050 and the
time period of nearly forty years between 2012 @080 is divided into thirteeyearly
periods of several years. Each yearly period is then @ithto severseasonal periods: six
monthly periods, plus one that represents a patewinter week with low solar and wind
production as well as restrictions on imports. Eaehsonal period is split into tvigpical
days, one representing working days and the other weskkeFinally, each typical day is
divided into sixhourly periods (two for the night, two for the morning, one ftvetafternoon
and one corresponding to peak demand). This terhpesolution can capture some
characteristics of power production, for example #easonal variability of renewables, as
well as part of the load variability (see Figuréo a diagram of this temporal description).
Note that although our model captures some segseaakly and daily variability, it does not
perform the full chronological simulation. To do swmuld either require using 8760 TSs,
which would be very time-consuming, or performinge tfull dispatch using a post-
optimization too.

% This is what is done in the SWITCH model for example [15].



13 yearly 2012 | 2013 2014. | 2016- | 2018- | 2020- | 2022 | 2024- | 2028. | 2033- | 2038 | 2043. | 2048.
periods 2015 | 2017 | 2019 | 2021 | 2023 | 2027 | 2032 | 2037 | 2042 | 2047 | 2052

—- ~<o
- - o

- ~ o~

- -~

6 monthly periods + 1 T = =
week each I period | % : Jan-Feb Mar-Apr I May-Jun /|\ Jul-Aug | Sep-Oct Nov-Dec
X Y Week with low solar/wind production and , / S \
restrictions on imports /7 \
2 daily periods each | Working day | Week-end |
monthly/weekly period
_ -, -~ -~ - -
-~ el T
x - ~~.
- SN~
-~ - T~a e
6 hourly periods each Night: Night: | 6-7AM | Morning: | Afternoon: Peak:
daily period 8PM-1AM 1-6AM 7AM-1PM 1-7PM 7-8PM

= 84 time-slices per yearly period

Figure 2. Temporal description used in the model

Despite the temporal resolution, this kind of madely neglect the role played by peak power
plants, since it picks the technologies that satfmand with the best cost/efficiency ratio

for each time-slice of each yearly period. To owere this drawback, we disaggregate each
dispatchable power production technology into gi@cpsses to represent the typical power
curve, comprising base load, semi-base load, pedkeatreme peak production (see Figure
3). We then add specific constraints to force thedeh to use the semi-base, peak and
extreme-peak processes for a minimum number ofsheach year to satisfy demand.

1 process 6 processes describing
describing the the technology T Maximum
power production disaggregated availability factor
technology T according to their use

8760 h
Semibasel-T 6000 h

Semibase2-T Each process has exactly the

- same technico-economic
characteristics as T

Peak2-T

Peak3-T |

Figure 3. Disaggregation of each dispatchable pghaatt into six processes for a better
representation of the production curve

To complete this energy representation of the sugpimand balance, a peak load factor
forces the model to install more capacities thacessary to meet the peaking demand (see
Figure 4). This factor represents the power systemmg required to meet an extreme-peak
load that would not be captured by the model’s t@mlpresolution, and to deal with power
plant breakdowns and maintenance.
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_____________________________________________ Real peak demand
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80,000 -

Consumption
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|
e
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60,000 Night2  Low Morning Afternoon Peak

40,000
12:00:00 AM 4:00:00 AM 8:00:00 AM 12:00:00 PM 4:00:00 PM 8:00:00 PM 12:00:00 AM

N~ Maximum observed demand during the season/day considered
N Minimum observed demand during the season/day considered

Figure 4. lllustration of the peak factor on a wirg day

Finally, whatever the temporal resolution of a pexdive model, it cannot be sufficiently
detailed to capture the short-term dynamics of paystems: for example, primary frequency
control involves timescales of the order of a fenst of seconds. In order to make long-term
energy planning models consistent with these dleom- dynamics, we developed two
indicators, related to kinetic and magnetic resgrwhich depict the power system'’s ability to
deal with a sudden disturbance. They are basedloermodynamical representation of power
systems, which enables the modeler to aggregatpdher plants constituting the studied
power system into a one-loop circuit. The magnetserve represents the energy embodied in
coil windings all along the grid, and ensures pote@nsmission through the grid. The kinetic
reserve comes from the rotation of turbines comtkedb the grid and compensates for
unbalanced power exchanges before any action cdaaklee by the operator to balance the
power system. Within this representation, the enmhuof kinetic and magnetic reserves can
be calculated simply based on knowledge of the ecteal power plants at each time-slice of
each period. This approach was described in detdiB7] and has been used for several
studies on RES penetration in the Reunion Islandepsystem [31], as well as for studying
different scenarios on nuclear power in mainlarehEe [38].

2.3.Modeling renewable energy characteristics

In order to explore very high levels of RES pereirain the French power system, we model
a wide range of technologies based on these eserfiasting RES-based power plants
include onshore wind, solar PV panels (ground-bas®tl roof-based), hydro power plants
(run-of-river and large dams), and biomass powantgl (solid biomass, biogas or municipal
waste in cogeneration plants or power-only plait&w power plants also include offshore
wind, ocean power plants (wave energy and hydrdokineand geothermal power plants. Of
these technologies, wind, solar and ocean powaertplare known as variable renewable
energies (VRES), as their output cannot be comeulolty an operator. To represent this
characteristic of VREs, we use production pattéonsolar and wind power plants based on
the production output in 2012 and taken from RTH-haur data [39]. We then aggregate
these production data to match the temporal prtisf our model as shown on Figure 5. As
we are using a deterministic model, we do not awrsidifferent patterns for output
productions. As a result, we fail to capture therrannual variability of VREs. However, this
drawback is at least partially overcome by the esentation of a hypothetic week during
which solar and wind production equal the minimuradpiction observed during 2012In
addition, imports are also set to zero during #ieek and demand is high. In high-level RES

"n the following this week is called Cweek for “constrained week”.
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penetration scenarios, this week forces the systemstall other power plants to compensate
for this very low production.

Note that in our model, offshore wind power produttis considered to follow the same
pattern as that of onshore wind, but with a higiverual availability factor.

Since ocean power plants have not yet been indtalld-rance (with the exception of “La
Rance” tidal energy power plant), we do not haveueate data on their output production
throughout the year. For this reason, we considestant production from these power plants
in our model. For hydro power plants, we also cdesseasonal availability factors.
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Figure 5. Onshore wind and PV production for eatteslice of the year

RES participate in the peak load factor accordmgheir availability factor during the peak
load period (corresponding to the winter peak aDQ@P dispatchable RES power plants
contribute entirely to this factor whereas solar Bdes not contribute at all (solar-based
power plants do not produce electricity during ¢éivening in winter); other VRESs, like wind
turbines or marine renewable energy, participatlisfactor to the extent of their availability
factor during the winter peak period (28% for onrghwind, 50% for offshore wind and 40%
for ocean energy). In some scenarios (varia)s we analyze the amount of additional
capacity required for back-up reserve purposesage 8/REs are supposed not to participate
in the peak factor (see next section).

In this study, we consider that VREs do not contelto kinetic and magnetic reserves since
they are connected through electronic devices [Bl¢ur case, this means that we implicitly
consider that power systems should be able to witalhazards without relying on VREsS,
whose production is not completely predictable arahnot be adjusted to demand.
Nevertheless, we also test a case with wind tusbjp@viding kinetic reserves (see 3.6,
Figure 21).

2.4. Modeling flexibility options

In this study, on top of the multiple power suppichnologies, we integrate four other
flexibility options into the model. Two are related load: demand elasticity has been
introduced to simulate the impact of an electrigtice increase on energy demand levels;
and two Demand-Response technologies (DR) congribither to the peak load fact@ulf-
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hourly DR) or to the supply-demand balance during the daur(y DR) following the
methodology described in [40]. The sub-hourly DBresents devices that can be stopped for
a time shorter than the duration of the time-slid¢ggically less than one hour, for example
refrigeration, heating, cooling and ventilation.eThourly DR represents devices that can be
postponed from one time-slice to another on theesday without reducing their overall
consumption, for example water heaters, some indugtrocesses and electric vehicle
loading. Other flexibility options represented hretmodel are storage technologies: pumped
hydroelectric storage (PHS), which is already vaelVeloped in France, advanced adiabatic
compressed air energy storage (AA-CAES), and antdolyy called “other storage”, which
could represent e.g. hydrogen storage or thermatggnstorage. Here we only represent
“long-term” storage technology and not technologlest can deliver power for one hour or
less, like some batteridor flywheels, because of the time-resolution of model. The last
technology option is the new interconnections, egitim alternative current (AC) or direct
current (DC).

One of the main features of long-term planning n®dech as the one used in this study is
the exploration of the long-term evolution of enemystems with a given set of future
available technologies, demand scenarios, and itmthneconomic, environmental and
political constraints. Here we explore the rolesome flexibility options in contrasted RES
penetration scenarios, as well as the trade-ofivémt each of these options according to
different assumptions on their availability.

2.5. Costs and prices assumptions

Technology cost assumptions are mainly describefd2h Since this study, PV and wind
power plant costs have been updated to reflect geirp decrease in recent years. For PV,
we consider investment costs from [42] and for wiodver from [43], [44]. We also give the
model the possibility to invest in new interconn@ctcapacities taking investment costs from
[45]. Those costs are based on the new France-8panmconnection (€700 M for 1.4 GW in
DC which is about eight times the cost of AC intemgections). The investment costs of new
storage technologies are taken from [46]. Finalthe investment costs of RES,
interconnections and storage technologies are samupein Table 1. Note that we do not
consider any evolution in interconnections andagertechnologies costs in this study.

Table 1. PV, wind, interconnections and storagestwment costs from 2013 to 2050

€2012/kW _ 2013 _ 2020 2030 _ 2050

Run-of-river ** 3,366 — 4,382 3,366 — 4,383,366 — 4,382 3,366 —

4,382
Hydro dams 2,850 2,850 2,850 2,850
Biomass power plant$’ 3,697 — 3,902 3,337 — 3,752,881 — 3,552 2,149 —

3,181
Biogas power plants 2,646 2,534 2,381 2,103
Municipal waste power plants 4,268 4,268 4,268 4,268
Geothermal power plants 5,907 5,588 5,161 4,403
Ocean wave energy 6,000 5,638 4,913 3,887
Ocean hydrokinetic turbine 5,200 4,900 4,300 3,438

12 Some batteries have longer operational time constants, like NaS batteries, not represented in our model.
 Costs of run-of-river power plants depend on their size; in the model this technology has been disaggregated
into three versions (small, medium and large).

" In the case of biomass power plants, costs depend on the technology used to produce electricity (steam
turbine, gas turbine, internal combustion or cogeneration).
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Onshore wind 1,500 1,403 1,305 1,110
Offshore wind 2,590 2,111 1,632 1,425
Roof solar PV 3,034 2,220 1,480 1,110
Ground solar PV 1,628 1,110 740 518
AC interconnection 62.5 62.5 62.5 62.5
DC interconnection 500 500 500 500
PHS 2,835 2,835 2,835 2,835
AA-CAES 1,200 1,200 1,200 1,200
Other storage 1,500 1,500 1,500 1,500

Fossil fuel prices are then taken from the WEO 2@L8rent policies” scenario [47].

2.6. Technology potentials and installation pace

Today, the capacity of all of the interconnectibeswveen France and neighboring countries is
15 GW for exports and 9.5 GW for imports [48]. Aading to [48] current interconnections,
projects should lead to an increase of 4.6 GW rigparts and 3.6 GW for exports before
2020. For the longer term, we use the values pexposthe “reference” scenario of [48] as
an upper limit for 2030 and those proposed in theuveau mix” scenario, which is a more
ambitious scenario in terms of RES penetration ftbemsame source, for 2050. Import and
export potentials for 2030 and 2050 as well agptitentials of the different forms of RES and
storage technologies are summed up in Table 2idntable, we also provide the availability
factors used in this study for these technolod®sS and storage potentials come from [49].

Table 2. RES, interconnections and storage poteraral availability factors considered in

this study
Technology Potential in Potential in Availability factor / storage efficiency
2030 2050

Imports 20 GW 24 GW 84%
Exports 25 GW 29 GW 84%
Onshore wind 34 GW 40 GW 23%
Offshore wind 12 GW 30 GW 40%
PV 33 GW 65 GW 14%
Hydrokinetic 1GW 3GW 40%
energy
Wave energy 0.2 GW 10 GW 40%
Solid biomass 13.8 TWh 15.1 TWh Depends on technology used to produce
Biogas 14,3 TWh 15.1 TWh electricity
Municipal waste 12.8 TWh 13.9 TWh
Geothermal energy 1.2 TWh 4.6 TWh 85%
Hydro Current production 23% for large dams

48% for run-of-river
PHS 1GW 1.5 GW 45% | 75%
AA-CAES 0.5 GW 0.5 GW 45% / 70%
Other storage 1GW 3 GW 45% / 70%

Besides these potentials, we also consider assomsptn the upper limits of the pace of
installation for the different technologies in orde avoid massive and unrealistic investments
over a short period. These hypotheses are showalile 3.

Table 3. New capacity installation paces for tHéedent technologies
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Power plant type Upper limits of installation pace |
Nuclear 1.6 GW in 2016 (Flamanville nuclear power plant end
construction), 0 GW from 2018 to 2020, 1.6 GW in220and
2025, 1.6 GW/y from 2025 to 2030, then 3.2 GW/g@#030
Fossil and RES (except hydro) For each different technology: 1 GW/y until 2015GEV/y from
2015 to 2030, then 3 GW/y from 2030 to 2050
Interconnections Fixed until 2020, then 1 GW/y from 2020 to 2050

2.7.Demand assumptions

Concerning the evolution of demand, we use data fitee “reference” scenario produced by
the French transmission system operator RTE [4&]we extend beyond 2030, considering a
similar annual growth rate as the 2020-2030 peridbdmand is considered elastic with
elasticity values taken from [50] but cannot gookelthe values of the “nouveau mix”
scenario by [48], which is considered as a lowaitlin terms of demand reduction in our
study. Demand assumptions are summed up in Tabiethis table, the total corresponds to
the overall demand without electricity losses. lessare integrated in our model in such a
way that they account for 8.3% of net demand [#8Kking these losses into account, demand
is about 495 TWh in 2012 and 519 TWh in 2050

Table 4. Evolution of demand for each sector aadtelity assumptions
Sector Residential Commercial Industry Agriculture Energy Railway EV/HV Total

2012 demand 161 133 117 8.8 24 13 0.1 457
(TWh)

2030 demand 161 145 117 4.0 12 16 7.5 462
(TWh)

2050 demand 161 145 119 4.9 12 22 15 479
(TWh)

Elasticity -1 -1.3 -0.5 -0.8 0 0 0 NA
Upper 17% 11% 9% 0% 0% 0% 0% NA
variation

with elasticity

Since French DR potentials cannot be found in itezature, we make our own educated
assumptions on these two kinds of DR for the d#fféidemand sectors, given in Table 5.

Table 5. Assumptions on DR potentials

DR Potential in 2030 Potential in 2050

technology

Sub-hourly  2.5% of residential and commercial sectot0% of residential and commercial sector

DR demand demand

Hourly DR 2.5% of residential, commercial and 10% of residential, commercial and
industry sector demand and 12.5% of  industry sector demand and 50% of
EV/HV demand EV/HV demand

The modeling methodology and the assumptions destriabove result in a rigorous
representation of the French power system andaisigon until 2050.



3. SCENARIO ANALYSIS
3.1. General description of the scenarios

In this study, we investigate the possible consege® of different RES penetration levels on
the French power system using the model describedea In this part we analyze the results
of six “reference” scenarios described in Tables6well as variants created from these
scenarios.

A CO; upper limit is implemented in each of the studsednarios to avoid any evolution of
the French power system that would lead to higeéeels of CQ emissions. For each period
studied in our model, the French power system’s €@issions are constrained below 2012
levels (39 Mt). The law on energy transition cuthgrbeing debated in France foresees
reducing nuclear power production from 75% to 5006werall production by 2025 [4]. We
add a constraint on nuclear power production imyeseenario except the Business-As-Usual
(BAU) so that the model will build a future poweysgem that respects this commitment.
Except for theBAU scenario, we also add RES penetration objectwme2G20 and 2030 from
the same energy transition law, and complete théilm RES penetration objectives for the
period beyond 2030. The name of the scenario rédettse RES level in power production in
2050. We then add intermediate objectives with aimam increase of 15% of RES in power
production in five years. All of the scenariosddtbelow rely on the assumptions depicted in
the former section. The calculation of final demamda scenario, after reduction due to its
elasticity, is based on the difference betweerethetricity price in this scenario compared to
the BAU scenario.

The comparison of these scenarios enables us éssatise impact of RES penetration on the
French power system in terms of optimal power mmequired investments, power plant
profitability, power production throughout the yeand kinetic reserves.

Table 6. Description of the “reference” scenarissdiin this study

Scenarios Years BAU 40RES 60RES 80RES 90RES 100RES
2030 2050 2050 2050 2050

CO, emissions 2012 - 39 39 Mt 39 Mt 39 Mt 39 Mt 39 Mt

constraint 2050 Mt

Nuclear 2025 and NA 50% 50% 50% 50% 50%

production after

constraint

RES penetration 2020 NA 27% 27% 27% 27% 27%

objectives 2030 NA 40% 40% 40% 40% 40%
2035 NA 40% 40% 40% 45% 55%
2040 NA 40% 40% 50% 60% 70%
2045 NA 40% 45% 65% 75% 85%
2050 NA 40% 60% 80% 90% 100%

On top of these contrasted RES penetration scenasie perform a sensitivity analysis on
some assumptions described above. The differerantartested for this analysis are summed
up in Table 7.
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Table 7: Variants from the “reference” scenarios

VEUERIS BAU 40RES 60RES 80RES 90RES 100RES
2030 2050 2050 2050 2050
No week with low wind/PV
. X X

production (v1)
VRESs do not participate in
peak load factor (v2) X X X X X
No imports of electricity in X
2050 (v3)
No demand flexibility™ (v4) X
High biomass potential (v5) X
Upper limits (50% & 30%) on
VRE penetration (respectively X
v6 & v7) both with high
biomass potential®
Half of the imports contribute X
to kinetic reserves (v8)
Wind turbines contribute to

o X
kinetic reserves (v9)

The first two variants show the influence of mordess severe assumptions related to VRES’
characteristics on the results. The third and foortes help us understand the role of some
flexibility options in high RES penetration scemati Today, biomass is mainly used for
cogeneration; the study by ADEME[49], from which we made our RES potential
assumptions, considers that in the future biomassurces will be mainly used for heating,
injected into the gas network, or as fuel for ttrasportation sector. Scenarios with a higher
biomass potential (fifth variant) enable us to expldifferent ways of using biomass and
better understand how this resource could contwiliatthe power supply. The reference
biomass potentials and the high biomass poteratralgiven in Table 8. The sixth and seventh
variants question the potential role of an upp®itlon VRE penetration in totally RES-based
power systems in terms of reliability. Indeed, &glained in the former section, VREs do not
contribute to kinetic reserves and so their petietramay jeopardize the power system.
Finally, the last two variants are only used in tekability analysis in section 3.6. For these
two variants, we do not need to run the TIMES madglin: we only change the assumptions
used to calculate the kinetic reserves in the pestment calculation.

Altogether, 20 scenarios were simulated in thislgtio produce a comprehensive analysis of
RES penetration trajectories in the French powstesy.

> This means no demand elasticity and no demand-response technologies available.

'® In variants v6 and v7, the same high biomass potential as in variant v5 was assumed because there were not
enough RES potentials, considering the assumptions summed up in Table 2, for the model to meet demand
with a constraint on VRE penetration.

" The French National Environment and Energy Management Agency
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Table 8. Biomass potentials (Mtep) in the referesmnario and in the high potential varfant
Reference scenarios Variant high biomass potential |

Year Wood Biogas Municipal Wood Biogas Municipal
waste waste
2012 0.42 0.33 2.30 0.42 0.33 2.30
2030 1.19 1.23 2.30 16.00 5.80 2.30
2050 1.30 1.30 2.30 17.10 8.80 2.30

3.2. Evolution of power production with RES penetration

In Figure 6, we compare the evolution of the pomer in the different scenarios studied. In
this figure exports are counted negatively whemgaser plant production and imports are
counted positively.
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Figure 6. Evolution of the power mix in the sixeefnce scenarios

Today, nuclear is the main source of power productn France, with more than 75% of
overall production. In 8AU scenario, the share of nuclear in power productionld be
reduced in 2030 to the benefit of fossil power tdarfter 2030, nuclear power production
increases again, while fossil and RES productioesrehse. In this scenario, imports are
negligible and exports follow nuclear power produwtt almost reaching 200 TWh in 2050
thanks to new interconnections. Then, as RES paiwirgradually increases, nuclear power
and, to a lesser extent fossil fuels, are replanadly by wind and PV. In th&00% RES
scenario, wind accounts for 40% of the overall paithn and solar PV for 17%. Exports also
decline with RES penetration, almost ceasing aBA&ES penetration. Exports are strongly
correlated to the nuclear power share. On the apntimports are greater for high levels of
RES power production. Domestic production variegnisicantly between periods and
scenarios: from 540 TWh in 2012, it increases t8 T®h in 2050 in thé8AU scenario and

' In the reference scenarios biomass potentials directly correspond to the assumptions made in [49] for the
power sector, whereas in the variant they correspond to the overall potential, for all sectors, from the same

study.
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falls to 391 TWh in thd00% RES scenario. The evolution of the power mix in %% RES
variants is given in Figure. 7
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Figure 7. Evolution of the power mix in ti80% RES reference scenario and variants
Note that the overall demand is not the same indifierent scenarios because of the

assumptions made on demand elasticity, which caeisend reduction, as seen on Figure 8.
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Figure 8. Evolution of overall demand from 2012650 in the six reference scenarios taking
demand elasticity into account

In the 100% RES scenario, all of the elasticity potential is exfgd. In the80% and90% RES
scenarios, this potential is only fully exploited R050. Then, when RES penetration
decreases, demand is reduced less, reflectingdbgieity prices in the different scenarios.

3.3.RES penetration induces massive installation of posv plants and reduces the
profitability of flexible power plants
The differences in power production between thexages reflect both the installed capacity
and the number of operating hours. Indeed, thelaibiy factors of RES power plants are
much lower than those of nuclear power plants. ldeoee RES penetration tends to cause the
depletion of flexible power plants’ availabilitydiors as shown in Figure 9.
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Figure 9. Evolution of power plants’ availabilitsgdtors for fossil (on the left) and biomass
(on the right) from 2012 to 2050 in the six referescenarios

The effect of RES penetration on the availabilagtbrs of flexible power plants is very clear
for fossil power plants: the more RES power plg@ricipate in power production, the fewer
fossil power plants are used, reaching very lowlabgity factors in 2050, when RES exceed
60% power production. This effect is a little momntrasted for biomass power plants: for up
to 80% RES penetration, the biomass power plants’ availgbii#ictor is higher than in the
BAU scenario, but in thd00% RES scenario it declines dramatically after 2040. Low
availability factors raise the issue of the prdfiidy of power plants. If they do not supply
enough power throughout the year, they cannot cthwar fixed costs. This is a common
result concerning VRE integration impacts on pogygstems: VRESs require flexible power
plants that can be operated quickly when VRE prbdocis low and demand is high.
However, because of their low marginal costs, VRE® to squeeze these flexible power
plants out of the market, typically fossil-fuel pemplants [51], and increase price risks [52].
This result does not mean that such a scenariarsalistic. Nevertheless, this profitability
issue should be anticipated by designing a suitatbmomic framework to remunerate back-
up power plants. The design of future markets agilatory frameworks to better integrate
VRE production is beyond the scope of this study.

The global decrease of availability factors in hRES power systems and the need for back-
up capacities (corresponding in our model to thekpéad factor mentioned in the
methodology section) capable of dealing with uneiga events induce the installation of
high capacities (see Figure 10).
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Figure 10. Overall installed capacity from 2012650 in the six reference scenarios and in
three variants

Installed capacity more than doubles with the fitaors law objectives 40% RES scenario)
and more than triples in tH#0% RES scenario compared to tlBAU scenario. The amount
of fossil fuel power plants in th&0% and 100% RES scenarios (respectively 37 and 57 GW
compared to 12 GW in 8AU scenario) shows that these power plants are ugeful
balancing and back-up purposes even if their aviithafactor is low, as shown in Figure 9.
Finally, in terms of installed capacity, the maiffatences between thH#0% RES scenario
and other scenarios with RES penetration objectisehe amount of installed capacity in
fossil, biomass and ocean energy power plantsatenot built for RES levels lower than
80%, as well as new storage technologies instalfdygl in the90% and100% RES scenarios.
The levels of storage investments may seem quwedompared to those found in other
studies (only 3 GW in the referend®0% RES scenario). For example, for the PJM
interconnection in the Eastern part of the"U8ne assessment verified the hourly dispatch
during 4 years of demand and historical data of \MR&fluction and found that between 0 and
10 GW of storage capacities would be optimal f@0&0 wind and solar share, and between
30 and 50 GW for a 90% share, depending on costrgefns [53, Fig. 5]. Other results
point to an optimal storage capacity of 2.7 GW biSPand 12.5 GW of grid-scale batteries
for the UK in an 80% RES scenario, but with a highleare of PV in the installed VRE
capacity [19, Sec. 4]. In our 80% RES scenario, ¥R&ind, solar and ocean energies)
account for almost 60% of overall production, amtlycdc GW of existing storage (PHS) are
installed. Nevertheless, these results should bgaced with caution, since the power mixes
are very different from one study to another. F@tance, more than 24 GW of exports are
available every TS in 2050 in our study (see TabJavhich can play a similar role to perfect
storage technology with 100% efficiency. Moreowglis important to note that we did not
simulate a period with high solar or wind productiduring a period of low or medium
demand, which may increase the need for storage mvdre VRES in the power system.

 This area represents a power system around 1.7 times smaller than the one considered in the present study.
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Finally, it would seem that the temporal resolutadrihe model is of particular importance for
assessing the potential role of storage as shoy&8jnin which a 10-minute time-step model
was used.

Accounting for new capacities and the power plasesommissioned during the period
studied, installed capacity moves from 125 GW atyeto 115 GW in 2050 in th8AU
scenario, 185 GW in th#0% RES scenario, 224 GW in th80% RES scenario and 257 GW in
the 100% RES scenario. Note that in this last scenario abouG3®2 of fossil fuel capacities
are no longer used in 2050, despite the fact they have not reached the end of their
lifetime. The huge amount of new capacities insthlin the100% RES scenario means an
average of more than 8 GW of new capacities eaah (ggainst less than 3 GW in tBAU
scenario) with an annual peak of 12 GW during tkeoga 2045-2050. Therefore, such a
scenario certainly requires a profound transforomatf the power industry to design, build,
operate and maintain so many power plants, moshath are not yet installed.

When there is no week with low wind and solar peigun (variantvl), the installed capacity
is reduced since there is no need for building tamthl power plants that aim at covering
demand during this constrained week. In the casae®0% RES scenario, the power plants
that play this back-up role are fossil fuel-basedgr plants (see Figure 13): only 8 GW are
installed during the whole period in the variafitcompared to 20 GW in the reference case.
In the 100% RES scenario, this role is played by biomass powertplésee Figure 14): only
15 GW are installed in the variaml compared to 54 GW in the reference case. On the
contrary, in the variant where VREs do not paratgin the peak load factor (variarft),
there is a need for additional capacities, maiolgsil power plants, to meet the peak load
factor described in the methodology section. Thardaution of VRES to the peak load factor
is an important assumption only in th@0% RES scenario as shown in the Figure 11.
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Figure 11. Difference in overall installed capadiyd fossil power plant capacity) with and
without VRESs contributing to the peak load factofive scenarios

3.4.The role of imports and biomass in high RES penettéion scenarios

RES penetration in power production will lead toradical modification of power
management, as illustrated in the figures belowiclwishow power production throughout
2050 in three scenario8AU, 60% RES and 100% RES). In these figures, exports, storage
capacity fulfilment, and postponed demand duehtouse of demand-response technologies
are counted negatively. On the contrary, powervdedd by power plants and storage
capacities as well as reduced demand, thanks tbsloedding, are counted positively. The
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following graphs represent the average power dueagh time-slice in GW to make

comparable the time-slices of the model, whichcdmifferent duratiors.
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Figure 13. Power production in 2050 in tieference 60% RES scenario

Jan-Feb (Cweek)

E Hydro
Especially the constrained week with low wind and PV production (CWeek), which represents only one week,

compared to the other seasonal periods, which represent two months.
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Figure 14. Power production in 2050 in tieéerence 100% RES scenario

When power production is mainly based on nucleavgopin theBAU scenario, the amount
of electricity produced is almost constant througl year, with fewer exports during the
winter when national demand is higher. Demand-nespas used to move consumption from
the day to night periods (especially from 1:00-6:@®en demand is lower. Exports are used
to compensate the seasonal variability of demarttkr@as demand-response is used for
variability within the day. As RES penetration ieases, wind and solar production gradually
replace nuclear power. In th89% RES scenario, a small amount of biomass production
completes that of hydro for base load, fossil fuseks used only during the winter, especially
when wind and PV production are lo®week time-slice), and power is now exported mainly
during the day, when PV is producing. In tt@% RES scenario, ocean energy is added to
hydro power as a base load production. Winter demsmow satisfied by biomass power
plants, with almost all of the biomass potentiahgeconsumed during this season, especially
when wind and PV production are low and importsasgible: during th€week time-slice,
power from biomass power plants accounts for 70%wvefall production. The huge amount
of biomass capacity installed in this scenario (Begire 10) is almost only used to cover
demand during this week. This explains the very lme of biomass power plants in 2050 in
this scenario as shown in Figure 9. Imports arel @keyear round to supplement national
production, especially when PV production is lowrrexistent; exports are now very low and
only used when PV production is highest. Storageacidies are also employed during the
summer season: loaded when PV production is higty tleliver power during the night. In
the 60% and 100% RES scenarios, DR is used to move consumption fromnight to the
afternoon, when PV production is at its maximumialihis the opposite of tHBAU scenario.
We see here the need to define DR strategies atiaptbe power mix.

3.5. The role of flexibility options in the 100% RES sceario

Figure 14 shows the significance of imports and tBéhnologies in th&00% RES scenario
and Figure 8 shows the role of demand elasticgymmaptions, which lead to reduced demand
in high RES penetration scenarios. For188% RES variants, in which imports of electricity
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are not allowed in 2050 or where neither demand elasticity nor DR techgiels are
available, it is not feasible to meet demand whih assumptions taken in this study (Figure 15
and Figure 17).
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Figure 15. Power production in 2050 in tt@% RES scenario with no imports of electricity
in 2050 (variant/3)

In variantv3 of the 100% RES scenario, 57 TWh of demand needs to be curtail&D50 for
the supply-demand balance, mainly during the wisesison, but also occasionally during
other seasons. The distribution of the curtailnzamt demand elasticity is given in Figure 16:
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Figure 16. Demand curtailment and demand elasiitciB050 in thel00% RES scenario with
no imports of electricity in 2050 (variaw)

Demand elasticity is used all year round to redaeerall demand and thus the power
production required to meet this demand. On théraon demand curtailment is mostly used
during the months of January and February whempoeer system is most constrained. Up to
60 GW of demand have to be curtailed (by directatkment or because of the elasticity of
demand) at some hours in this scenario.

*! For instance, if neighboring countries also adopted a 100% RES penetration objective by 2050, at times wind
and solar production would be very low in the entire interconnected power system, despite the geographic
smoothing of intermittent production fluctuations.

24



S 2 20
2 10 10
© o -
-10 - -10
-20 20
-30 30
40 40

8888888888 8888888888888888888888888882828s83 s

£S5 9283385998 33888988 83898832983 ¢83238853¢835393s83

- - - - - - - - - - - - - -

Jan-Feb (Cweek) Jan-Feb Mar-Apr May-Jun Jul-Aug Sep-Oct Nov-Dec

BHydro ®Ocean MmBiomass ®mWind 0OPV @lImports DR (reduced load) M Storage (delivering) [ Exports M DR (increased load) @ Storage (loading)

Figure 17. Power production in 2050 in % RES scenario with no demand elasticity or
DR technologies (variant)

In variantv4 of the 100% RES scenario, 8 TWh of demand needs to be curtailezD50 for
supply-demand balance, only during the winter seasoostly when wind and solar
productions are low.

In both variants (no imports and no flexibility demand), the role of biomass has changed
compared to theeference 100% RES scenario: biomass power plants are not only usdidein
week Cweek featuring low wind and solar production, sinceythee needed to cover demand
during other periods of the year.

Technologies that bring flexibility to the powerssgm seem to be crucial for supply-demand
balance in very high RES penetration scenarioghdly were not available, dispatchable
power plants, for example based on biomass ressuomild be required. Still, biomass
resource limitations is a strong assumption inmodel (1.3 Mtep of solid biomass and 1.3
Mtep from methanization in 2050 for power produstiourposes according to [49]). If this
assumption is relaxed, in 0% RES scenario the French power system could rely much
more on biomass power plants and no longer deperaeatricity imports (see Figure 18). In
such a scenario, biomass and DR technologies alflsmtinations of load and intermittent

production.
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Figure 18. Power production in 2050 in &% RES scenario with high biomass potential
(variantvb)
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Note that in this variant, no additional biomassveo plants are installed compared to the
reference 100% RES scenario (see Figure 19): the same installed Bsnsapacity shows a
much higher availability factor allowing much maiectricity production.
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260 B Storage
240
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200 E Wind
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3160 B Ocean
O140 .
120 H Biomass
100 :
80 M Fossil
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100RES2050 100RES2050_v5 100RES2050_v6 100RES2050_v7
Figure 19. Overall installed capacity in theference 100% RES scenario and in thre0%
RESvariants with high biomass potential. Th& 6ariant also includes a 50% limit on VRE
penetration; in the"7variant this limit is 30%

3.6.RES penetration induces a decrease in kinetic andagnetic reserves that could
make power system management more difficult

The results presented above show that a supplysttrbalance seems feasible in the

different scenarios studied. Nevertheless, the Itamgporal period studied here makes it

difficult to study balance on a short-term scalel &or a wide range of demand and RES

profile combinations. Therefore, the above analgsies not guarantee that demand may be
satisfied in every circumstance. Moreover, an irabe¢ between supply and demand could
cause a black-out in the power system. To commeateprospective analysis, we also study
the evolution of power system kinetic and magnetgerves with RES penetration: it was

demonstrated in [31] that low levels of these resercould compromise power system

management.

Figure 20 shows how kinetic reserves decrease & Rihetration increases. Magnetic

reserves are not represented in this study butdfielve with a similar trend. This decrease is
correlated to the proportion of power produced WRBEV/power plants since they do not

contribute to these reserves as explained aboteimethodology section.
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Figure 20. Evolution of the deviation of kineticesves from 2020 to 2050 in the reference

scenarios compared to the minimum value observ@@12. The top and the bottom of the

bars respectively indicate the maximum and mininvatne for kinetic reserves observed
during one year

In aBAU scenario, kinetic reserves should remain highan the minimum level of 2012, so
we could consider that such a scenario would leaal gufficiently reliable power system. In
2050, beyond 40% of RES penetration, there shoalgdriods of the year during which
kinetic reserves would be 40% lower than the mimmavel observed in 2012. In t160%
RES scenario, these reserves should always be lowaer ttiea minimum level observed in
2012, sometimes reaching 80% lower.

In Figure 20, imports make no contribution to kiogeserves. Indeed, we have not studied
the power mix evolution in neighboring countriedahus have no information as to how
power plants could participate in power productionthese countries in the long term.

Therefore, we test a cautious hypothesis in whisports do not participate in kinetic and

magnetic reserves, along with an intermediate thgsi$ in which half of the imported power

would participate in these reserves. Moreover, iguie 20, wind power plants make no

contribution to kinetic reserves either. This iscala cautious hypothesis since their
contribution to these reserves is not clear yetvekbeless, we also test a counterfactual
100% RES penetration scenario, with wind power tglasontributing to kinetic reserves

based on an inertial momentum value from [54]. Ehassumptions are compared in Figure
21 for thel00% RES scenario.
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Figure 21. Deviation of kinetic reserves in 205pared to the minimum 2012 level, in the
reference 100% RES scenario, with import contribution (variaw®) / wind contribution
(variantv9), and in three variants with high biomass potéifariantsvs-v7)

Because of the high amount of imports and wind petidn in this scenario, we can see that if
imports or wind did contribute to kinetic resenfgariantsv8 andv9), they would somewhat
increase these reserves, although not enough ¢b &2 kinetic reserve levels. In the case
involving wind contribution to kinetic reserves (iant v9), this is because wind turbines’
inertial constants are low compared to those ofventional power plants (about 0.6 s
compared to 2-7 s). Kinetic reserves were alsagofor variants/s to v7 (see Table 7). In
all of these variants, a high biomass potential ewassidered, and iv6 andv7 a limitation on
VREs penetration was added (respectively 50% anfd)38ince biomass power plants do
contribute to kinetic reserves, they help reduaartteterioration in 100% RES penetration
scenarios. Nevertheless, during some periods,ajpisummer afternoons, kinetic reserves in
variantvs are still as low as they are in theference 100% RES scenari®. By putting some
limitations on VRE penetration, kinetic reserves t& maintained to a higher level all year
round (although remaining low during some perio@specially during the summer season,
since the amount of PV production has been stroreglyced in variant6é and suppressed in
variantv7 (see Figure 22).

Note that in the period when solar PV and wind @b contribute significantly to power
supply Cweek time-slice), which is then provided by biomasse(ségyure 14, Figure 18 and
Figure 22), kinetic reserves are higher than thieyraall other seasonal periods.
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Figure 22. Power production in 2050 in @)% RES scenario with high biomass potential
and a limitation of 30% VRE penetration (variai}

* Down to 80% less than the minimum value of the current French power system.
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3.7.RES penetration results in higher power systems ctss and especially higher
investment costs

RES penetration requires huge amounts of instabgacity (see Figure 10). Thus, we expect
higher investment costs as the RES share in thespavix increases. Figure 23 shows a
contrasted evolution of annual costs with RES pafieh: investment costs tend to increase
but not gradually, for example they are lower ia 8% RES scenario than in thé0% RES
scenario. This is because much more nuclear ialiedtin the 60% RES scenario (37 GW)
than in the 80% RES scenario (17 GW) and nucleavepoplants require significant
investment costs but allow high exports due torthgjh availability factor (in the 60% RES
scenario 770 TWh are exported between 2020 and, 2@60pared to 385 TWh in the 80%
RES scenario). The export revenue can be usedytbgezk the high investments in nuclear
capacities with the assumptions made in this st@gheration and maintenance costs tend to
be higher with more RES, whereas costs relatedet@cttivity of power plants could go down
slightly. The reduction of demand related to higekectricity prices also causes costs to rise
with RES penetration. Lower fuel costs result frameduction in the use of fossil fuels as the
share of RES in the power mix increases. Importscosnus export revenue rises strongly
with RES penetration because of the sharp exparedse and, when RES penetration is very
high (from 80%), imports increase. The power trhdince is inverted (see Figure 6).
Finally, the overall discounted cost is about 1lighér in thed0% RES scenario compared to
the BAU scenario, 20% higher in tf88% RES scenario, and 30% in tH®0% RES scenario.
The latter percentages of RES integration in trené€n power system seem to be the most
expensive. This is mainly due to the need for nvasbiomass installation during the last
decade as well as the high amount of imported pamerthe reduction of exports, which
result in lower revenues.
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Figure 23. Evolution of annual costs in tieerence scenarios and total discounted cost of
each scenario compared with the total discountetdadheBAU scenario

The annual costs and total discounted cost of i84IRES variants are given in Figure 24.
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Figure 24. Evolution of annual costs in % RES variants and total discounted cost of
each scenario compared with the total discountestdadheBAU scenario

Note that the costs of variant8 andv4 are not given on this figure because in theseantsi
demand has to be curtailed for supply-demand pesgpésee Figure 17Figure 18), which is
extremely costly in the model (this possibilityused as a last resort after every other option).
It would thus not be convenient to show all theteas the same figure, since the cost of
curtailment is several orders of magnitude highantthe other costs.

Costs in variantgl andv2 follow installed capacity (see Figure 10). Investrnand operation
and maintenance costs are lower in 205@liand slightly higher in 2030 in v2 compared to
the reference 100% RES scenario. Relaxing assumptions on biomass polgwaaiant v5)
leads to reduced investment costs and import cbatsthe higher use of biomass resources
brings higher fuel costs. A strong constraint onEVpenetration, as in variaw? (maximum
30% VRE penetration) requires very high levelsmports and, even if investment costs are
reduced, the overall cost is the same as imefeeence 100% RES scenario.

3.8. Summary of the main results

In the present study, RES penetration in the Frgumher system has been analyzed from
both an economic and a technical point of view. ffaen results of this work can be summed
up as follows:

* The RES potential assessed by the French Natiogah@y on Environment and Energy
Management (ADEME) in [49] (Table 2) does not sesufficient to meet the future
demand considered in this study (Table 4) withbethelp of conventional power plants
or strongly resorting to imports, whose availapihias not been assessed in this study and
which depend on the evolution of the whole Europgamver system. When RES
penetration reaches 100% and no imports are alailal2050 (variant3 of the scenario
100% RES 2050), significant demand has to be curtailed (Figus¢ Moreover, energy
efficiency and demand response are both importargdach high RES penetration levels;
this is because some demand curtailment also oawith®ut demand elasticity and
available demand response (variehbf the scenarid00% RES 2050).

* In the assumptions made in this study, it seentsthieaoptimal share of VRESs in the main
100% RES 2050 scenario is 65% with about five-éighaf VRE production from wind,
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two-eighths from solar PV, and one-eighth from oceaergies (Table 10). Note that
ocean energy is used only when a very high VREesksaconsidered (more than 90%).
Storage seems to play only a minor role in our @ges but, compared to other similar
studies, we have considered demand-response tegm®lwhich are free here, and help
integrate hourly fluctuations of residual demandg@fe 12Figure 14). Moreover, the
possibility to import electricity at any time ofdlyear acts as perfect storage without any
loss, and is combined with quite a high level ofernonnections with neighboring
countries (up to 20 GW in 2050).

* The penetration of RES technologies in the Frermhegp system could lead to additional
costs, from 11% to 32% more than in 88U scenario depending on the RES penetration
level and the assumptions made (Tabfé. 9hese additional costs are mainly due to the
massive installation of new power plants becaugbefow availability of VRES, but also
the need for back-up capacities (Figure 10 andrEid®), leading to high investment
costs but also high operation and maintenance desgsire 23 and Figure 24). The
activity costs are slightly reduced and the fuettsostrongly reduced, but because the
latter are not the main component of the overatt do the case of the French power
system, this effect is only slight. Finally, thevémsion of the power-trade balance between
60% and 80% of RES penetration is also responfblwer revenues and higher costs,
and the reduction in demand due to demand elgstscinother source of supplementary
costs (Figure 23 and Figure 24).

* Finally, VRE penetration in the power system letms significant reduction of kinetic
reserves, down to 65% less on average in the refer&00% RES 2050 scenario
compared to the minimum value observed in 2012veaitid a higher variance than in the
BAU scenario (Table 10). The study of the impacts edlxy these low kinetic reserves is
beyond the scope of our work. Nevertheless, onaldHaep in mind that these reserves
are crucial for power system stability and thathsacstrong reduction could cause serious
problems in terms of power system regulation.

2 The cost of variants v3 and v4 has not been reported since these variants require demand curtailment, the
cost of which is several orders of magnitude higher than other costs.
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Table 9: Installed capacities, power trade balaloagl reduction and use of storage in 2050,
primary resource consumption during the whole ge(RD12-2050), and overall leveled cost
compared to that of the BAU scenario, for somehefdtudied scenarios
2030 | 2050 | 2050 | 2050 | 2050 | 2050 vi| 2050 v5]| 2050 v7
9.3 0.0 0.0 0.0 0.0

Nuclear 80.7 44 .2 39.8 19.5

(+78) (+41) (#37) (+17) (+9.3) (+0.0) (+0.0) (+0.0) (+0.0)
7.9 16.2 15.9 335 37.4 31.9 325 26.8 21.5
GW (+12)  (+22) (+20) (+38) (+42) (+40) (+40) (+33) (+28)
21.7 21.7 21.7 21.7 21.7 21.7 21.7 21.7 21.7
GW (+0.9) (+0.9) (+0.9) (+0.9) (+0.9) (+0.9) (+0.9) (+0.9) (+0.9)
0.0 1.1 2.5 2.9 55 51.5 12.9 54.3 60.4
GW (+1.5) (+3.5) (+4.9) (+5.2) (+7.8) (+54) (+15) (+58) (+64)
0.0 0.0 0.0 2.1 10.1 10.0 10.0 3.7 0.0
GW (+0.0) (+0.0) (+0.0) (+2.1) (+10) (+10) (+10) (+3.7) (+0.0)
0.0 31.9 64.0 70.0 70.0 70.0 70.0 70.0 29.4
GW (+9.7)  (+78) (+110) (+115) (+115)  (+116)  (+116)  (+116) (+75)
0.0 65.0 65.0 65.0 65.0 65.0 65.0 60.0 0.0
GW (+1.4) (+70) (+70) (+#70) (+70) (+77) (+77) (+61) (+1.4)
Storage 4.6 4.5 4.4 4.8 5.0 7.2 8.9 4.4 5.1
GW (+0.2) (+0.1) (+0.0) (+0.4) (+0.6) (+2.8) (+4.6) (+0.0) (+0.8)
21.7 1197 1533 1616 1723 218.1 179.6 209.7 111.6
G (+13) (+152) (+185) (+193) (+203) (+257) (+218) (+239) (+141)
1149 184.6 2133 2194 2239 257.2 221.1 240.9 138.2
GW (+117) (+229) (+255) (+257) (+269)  (+313)  (+278)  (+285)  (+183)
24.0 24.0 22.0 19.1 24.0 23.0 24.0 22.0 23.0
GW (+15) (+15) (+13) (+10) (+15) (+14) (+15) (+13) (+14)
Trade 191 167 86 -15 -24 -68 -68 2 -116
balance

TWh

Load 0.0 30.6 40.0 53.6 53.6 53.6 53.6 53.6 53.6
reduction

TWh

Storage 0.7 0.4 0.0 36 38 2.9 3.0 0.5 0.9
(TwWh)

Fossil 144 119 102 87 87 118 117 119 104
resources

Mtep

Biomass 32 43 43 44 47 48 48 105 130
resources.

Mtep

Overall NA 11% 13% 16% 20% 30% 27% 25% 32%

cost / BAU

NA: Not Applicable

All figures are given for the year 2050 except fossil and biomass resour ce consumption and the overall
costs, which are calculated for the whole period (2012-2050). The installed capacities are given for
2050 and the overall new capacitiesinstalled during the whole period are given in the form (+ XX).
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Table 10: VRE share in power production in 2050 aatative kinetic reserves (minimum,
average and maximum) in 2050 compared to the mimimalue observed in 2012 for some

of the studied scenarios
2050 BAU | 40RES| 60RES | 80RES | 90RES | 100RES | 100RES | 100RES | 100RES
2030 | 2050 |2050 | 2050 | 2050 2050 v1 | 2050 v5 | 2050 v7

6 6 6 5 22%

% VREs 0% 29% 45% 57% 4% 5% 5% 9%

%0Ocean /
VRE 0% 0% 0% 3% 12% 12% 12% 5% 0%

% Wind /
VRE 0% 58% 69% 68% 62% 62% 62% 68% 100%

% PV /
VRE 0% 42% 31% 29% 26% 26% 26% 27% 0%

Min kin.
res. / 2012 27% -45% -49% -63% -74% -83% NC -80% -75%

Mean kin.
res. / 2012 29% -1% -18% -38% -51% -65% NC -45% -46%

Max kin.
res. / 2012 34% 20% 11% -2% -14% -29% NC -16% -20%

NC: Not calculated

4. CONCLUSIONS, LIMITATIONS OF THE STUDY AND FUTURE RE SEARCH

Renewable energy is one way to tackle environmassales, resource scarcity and energy
dependency. In this study we used a long-term pignmodel dedicated to the French power
system in order to explore different levels of Rp&hetration. Compared with the initial
model described in [41], we refined RES modeling dnding new technologies (ocean
energy, storage technologies, new interconnectid&mand-response), production curves for
wind and solar, revised costs for wind and PV poplants, and a one-week period with low
wind and solar production combined with import resbns. These improvements allowed us
to better represent the impacts of RES penetratiopower system sizing. We also used the
thermodynamic framework described in detail in [BY]assess kinetic and magnetic reserves
and gain insight into the evolution of power systeghability with RES penetration. The
main results of this study are:

* The shift in power exchanges with neighboring caast(decrease in exports when RES
exceeds 60% in power production and increase imitafgor over 80% RES);

* The massive installation of new power plants frevo to three times the amount installed
in aBAU scenario depending on the level of RES penetrati@hthe installation pace of
new capacities required;

* The need for an adapted regulation framework tourerate dispatchable power plants
(mainly based on fossil and biomass resources)¢clwheed to be installed to complete
VRE production, but which will only produce a velgw number of hours each year,
especially biomass power plants in 8% RES scenarios;
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* The role of some flexibility options, on demand amgborts, which absorb the variability
of high RES-based power systems (as well as biop@ssr plants);

* In our scenarios, storage technologies play a skggrrole compared to other flexibility
options;

* Power systems’ stability, i.e. their ability to tdeath disturbances and return to a normal
operating state, is likely to deteriorate due toSREenetration even at moderate levels
(40%). If imports or wind turbines did contribut kinetic reserves, this situation would
be improved but not enough to reach current lewdspower systems’ stability.
Nevertheless, this conclusion can be moderateglif hiomass potential is available and a
limitation is set on VRE penetration;

* Finally, the additional overall cost of integratiRES is assessed at between 11% and
30% (respectively for 40% RES penetration and 10RES penetration in the reference
scenarios) compared to BAU scenario and should be even higher when taking int
account the national grid and additional technasdio improve kinetic and magnetic
reserves.

These results must be interpreted with caution.tkigr study, we used a prospective model
that sheds light on the complex relationship betwpelicy decisions, technical, economic
and regulatory issues concerning power systems ttegid long-term evolution. Our results
show the potential consequences of different REBetpation levels on French power
production, thus allowing policy makers to anti¢cgpghem. Nevertheless, many assumptions
and simplifications were involved in building ouodel.

First of all, we have not represented neighborimmgintries’ power systems and their
evolution. We considered that imports and expootdd be used as needed, which is a very
optimistic hypothesis. In reality, power exchangesveen countries depend on the marginal
price differences on a power market and are sicanfly affected by each country’s power
mix. To overcome this drawback, it would be intéregto use a model representing a larger
region such as Western Europe.

Secondly, our model includes a considerable amof@itata on current and future prices,
technical characteristics of power plants, etc.héligh input data are taken from a
bibliography analysis, they are all subject to utaiety and results could vary with another
set of inputs. Moreover, some approximations haankbmade when considering the technical
and economical parameters. For example the timbutld new capacities has not been
considered in this study. Including such a timadam our model would change the levelized
cost of the different technologies and thus thestment decisions. To rigorously analyze the
robustness of our results with input data, we ceoldduct a systemic sensitivity analysis and
establish the most determinant parameters. Oneestieg sensitivity analysis would be to
use different assumptions on storage costs sincéetegmined relatively low investments in
these technologies compared to other studies.rébidt would require more investigation to
be fully understood.

Thirdly, our results cannot be taken as proof effémsibility or non-feasibility of a high level
of RES penetration, since the model does not clieldemand-supply balance throughout
the year for every condition of demand, weather@maer plant availability. This verification

is an intricate issue beyond the scope of thisystaid can only be performed by grid
operators. Nevertheless, the methodology framewookosed enables us to size the power
system in a way theoretically compatible with itasimrequirements.

Fourthly, further studies should be conducted tbdate the assumptions concerning the
maximum pace of installation of power plants aslves their maximum potential. For
example, in thel00% RES scenario, more than 8 GW per year have to belledtéor 38
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years, which is a huge amount that has never lezated in France. The feasibility of such a
pace might depend on policy incentives to push RB®er plants and develop a suitable
industrial capacity.

Fifthly, we showed in this study that high levefsRES penetration could jeopardize French
power system kinetic and magnetic reserves. Thexefois kind of penetration could require
the installation of additional back-up or storaggpacities in order to bring kinetic and
magnetic reserves to the power system, and asilt ilesease costs even more. The analysis
of the overall costs, taking into account theseitamtl capacities, could be performed by
endogenizing kinetic and magnetic indicators into model, which has been already done for
the case of Reunion Island [40].

Lastly, the domestic grid is not represented in imadel. However, we may expect that a
radical transformation of the French power systenth as simulated in this study, with
power plants located in different areas than cukyeshould result in higher grid costs [55].
More importantly, power transmission issues, sushlime flow limits, which could add
constraints to renewable power penetration, hav®deen considered here. In order to address
this issue we are currently deriving an approactetéeon a second-order Kuramoto model
adapted to power systems [56]. This approach esalsléo determine whether a given power
system is able to maintain synchronism dependingtomopology and the distribution of
power injections from power plants through the ¢5d).

Our study should be taken as a first insight ihi® ¢complex issue of high RES penetration in
the French power system to help policy makers wgtded the potential consequences of such
an evolution.
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