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This paper is focused on the identification method by inverse analysis of ductile damage model
parameters. The Lemaitre damage model is considered. The aim is to assess the interest of using local
measurements, such as full field measurements, in the calibration process. Basic approach using only
load-displacement measurements from a tensile test is first described and discussed. Secondly necking
measurements are added in the calibration process. And finally an inverse analysis approach including
full field measurements in a large deformation framework is presented. For each step particular attention
is paid to the definition of the objective function to catch efficiently the softening behavior and the
fracture of the sample. This step-by-step approach allows understanding the lack of information
embedded in the load-displacement curve to calibrate such a model. It also highlights the
multi-extrema aspect of the optimization problem. The introduction of local measurements, as necking
and even more as displacement fields, is an efficient way of overcoming this lack of information. The
analysis is based on kriging response-surfaces built during the minimization of the objective function.
These surfaces highlight the weak sensitivity of one of the Lemaitre model parameters (the b parameter)
when only the load-displacement curve is taken into account. The sensitivity is then improved when local
measurements are considered. The use of local measurement also leads to the removal of correlation
between model parameters.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Nowadays the prediction of ductile damage in manufacturing
processes is essential to avoid any failure during the forming stage
and to improve final industrial components mechanical strength.
This requires both a good understanding of the process itself and
the use of accurate material behavior law for a finite element anal-
ysis of the process (Bouchard et al., 2008; Roux and Bouchard,
2013). Ductile damage is strongly linked with the plastic behavior
of the material, and failure occurs along with the combined mech-
anisms of plastic strain localization (diffuse and localized necking)
and damage nucleation, growth and coalescence. Many studies
related to necking phenomena for tensile specimen can be found
in the literature (Bridgman, 1944; Chen, 1971) and more recently
the works of (Tardif and Kyriakides, 2012; Kim et al., 2013) can
be cited. Moreover many ductile damage models are available in
the literature (Gurson, 1977; Lemaitre and Desmorat, 2005;
Rousselier, 1987; Tvergaard and Needleman, 1984). However the
accuracy of these models directly relies on the accuracy of the
identification of its parameters for each material.

The damage model parameters need to be identified before
being used in any finite element software. This calibration stage
is essential and is not taken into account seriously enough when
comparing different ductile damage models or fracture criteria.
In the end, when a model does not give good results, it is difficult
to state whether this is due to the damage model itself or to a bad
parameters identification stage. The aim of this paper is to illus-
trate the difficulty of identifying such damage parameters and
the importance of accounting for local observables in addition to
global observables. In addition, damage models are known to be
mesh sensitive and therefore the mesh size is an important param-
eter to take into account for relevant calibration results. This
dependency is strong for classical coupled damage models and is
weaker (but non negligible) when non-local models are used
(El Khaoulani and Bouchard 2013). Therefore in this work a fixed
mesh is used to overcome this mesh dependency issue and concen-
trate on the influence of local observables on the enrichment of the
calibration process.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijsolstr.2015.07.011&domain=pdf
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Several works focusing on damage parameters identification
can be found in the literature. These works are dealing with differ-
ent damage models, but some general remarks can be formulated.

Fratini et al. (1996) reported an inverse analysis procedure to
identify the parameters of a ductile damage model. The
identification was based on the load-displacement curve of a
tensile test. One of the major conclusions of this paper was that
the optimization problem had multiple minima. And it is also
interesting to notice that necking measurements were used as val-
idation. Then Mahnken (2002) presented a calibration method
where necking measurements were added as observable. Both
load-displacement curve and necking evolution were used to com-
pute the objective function, a weighted sum was used to overcome
the dimensional issue between load and necking reduction. This
work was applied to the Gurson damage model and to the
Rousselier damage model. Munoz-Rojas et al. (2010) also reported
a calibration method of the Gurson damage model using both force
and necking measurements. In this work the focus was made on
the minimization method. Genetic optimization method was used
to tackle the issue of the non-uniqueness of the solution. Broggiato
et al. (2007) measured the full necking profile of the sample to
identify the parameters of the GTN model. Identification results
obtained with the load-displacement curve coming from three ten-
sile tests with different notch radii were compared with the iden-
tification results coming from one test, but where both
load-displacement curve and necking profile were used. The rich-
ness of the necking profile allows obtaining the same accuracy.
Springmann and Kuna (2006) enriched the calibration procedure
with displacement field measurements to identify the parameters
of the GTN damage model and the parameters of an extended
Rousselier damage model.

The purpose of full field measurements is to have a better
description of the stain localization. Multiple minima issues were
reported by the authors even though local measurements were
taken into account. Abbassi et al. (2013) also performed calibration
of the GTN model using displacement field measurements coupled
to a neural network algorithm. Using full field measurements is a
very promising way to improve the efficiency of the calibration
method. Full field measurement approaches are well established
for brittle material (Bouterf et al., 2014; Périé et al., 2009). These
works were based on the analyses of complex mechanical tests
(bending test and biaxial tension test), and the richness of the
observable led to an accurate calibration damage model. In order
to use these powerful approaches in ductile damage model calibra-
tion, a step further must be done in order to take into account large
deformations. Another family of damage model must also be men-
tioned, the uncoupled damage model like the Bai and Wierzbicki’s
model (Bai and Wierzbicki, 2008); calibration of such model is
address by Cao et al. (2013). In the work of Cao et al. multiple tests
were performed under different stress states to identify the
fracture locus.

According to the published works it is now establish that the
load-displacement curve of one single tensile test is not rich
enough to identify in a unique way the parameters of a ductile
damage model. This uniqueness issue is due on the one hand to
the high number of parameters to identify, and on the other hand
to the coupled effect of necking and damage growth on the
softening behavior. Two options are available to overcome this
uniqueness issue:

� Multiple tests can be used in order to vary the stress state
(stress triaxiality ratio and Lode angle). And then all the
measured load-displacement curves are gathered in an inverse
analysis procedure. This approach is called the classical
approach in Broggiato et al. (2007). An example of this approach
can be found in Guo et al. (2013).
� Many complementary information can be extracted from one
test by using full filed measurement method in order to cali-
brate the model with a unique test.

In this paper, the authors made the choice of analyzing all the
information that can be extracted form one simple tensile test. The
goal of this paper is to show the importance of accounting for local
measurements if one wants to obtain a unique set of values in the
identification of hardening and damage parameters. In addition,
the use of response surfaces helps understanding non-uniqueness
problem as well as correlation between parameters issue.

In this work a calibration methodology based on a tensile test is
built up. For simplicity reasons, a single test is used here to illus-
trate the methodology. However this approach can be easily
extended to multiple mechanical tests. Three kinds of measure-
ments are taken into account in the calibration method: the
load-displacement curve, the necking evolution curve, and dis-
placement full field measurements on one side of the sample. In
Section 2 the Lemaitre damage model and finite element frame-
work are presented. In Section 3, the global framework of the cal-
ibration by inverse analysis is described. In the following sections
the interest of using richer measurements is demonstrated step
by step. In Section 4, the results obtained with a simple
load-displacement curve are shown and discussed. Special atten-
tion is paid to the definition of the cost function. In Section 4, the
necking measurement is added to the calibration method, and
finally Section 5 demonstrates the interest of using full field mea-
surements in the identification of ductile damage parameters. For
each section, response surfaces will be used to show local and glo-
bal minima regarding the minimization of the cost function.

In order to concentrate on the efficiency and the accuracy (or
inaccuracy!) of the calibration method, the choice was made by
the authors to work only in a numerical framework. This means
that the experimental measurements are not coming from a real
experimental test but that they are generated using a finite ele-
ment simulation. The main advantage of this choice are on the
one hand to avoid uncertainty related to the plastic behavior of
the material, the focus is therefore only on the damage model,
and on the other hand to avoid any numerical sensitivity such as
mesh size dependency. In addition, with this approach, the exact
solution is known!

2. The Lemaitre damage model

In this work an extended version of the Lemaitre damage model
(Lemaitre, 1992) is used. This model, enhanced by Bouchard et al.
(2011), takes into account more complex loading paths.

The constitutive law is based on the additive decomposition of a
strain increment into an elastic part and a plastic part. The elastic
part is described by an isotropic elastic law. The plastic part is
described by a von Mises criterion with an isotropic hardening,
which is described by the following rule:

r0 ¼ ry þ K�en ð1Þ

where r0 is the flow stress, ry is the initial yield stress, K the mate-
rial’s consistency, �e the equivalent plastic strain, and n is the hard-
ening exponent.

The evolution law of the Lemaitre ductile damage model
(Bouchard et al., 2011) is given here:

_w ¼

kpl

1�w ð� Y
S0
Þb if 0 6 Tx and if �e > �ed

kpl

1�hw ð� Y
S0
Þb if � 1=3 6 Tx < 0 and if �e > �ed

0 if Tx < �1=3 or if �e > �ed

0 and w ¼ 1 if w P wc

8>>>>><
>>>>>:

ð2Þ
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where w is the damage parameter, �ed is the plastic strain threshold
for damage growth, kpl is the plastic multiplier, Tx = �p/req is the
stress triaxiality ratio (req is the equivalent von Mises stress, and
p the hydrostatic pressure).

Y ¼ �r2
eq

2Eð1�wÞ2
2
3 ð1þ tÞ þ 3ð1� 2tÞ T2

x

h i
corresponds to the strain

energy release rate (E and t are respectively the Young modulus
and the Poisson ratio), S0 and b are material damage parameters,
and h is the void closure effect parameter (Ladevèze and
Lamaitre, 1984). When w is equal to zero, the material is undam-
aged. And when w tends towards 1, the material is fully damaged.

The Lemaitre damage model described in (Eq. (2)) is imple-
mented in the Cimlib library (El Khaoulani and Bouchard, 2012).
The damage evolution is coupled to an elastic plastic behavior.
The coupling between the material behavior and the damage evo-
lution is done using the concept of effective stress ~r (Lemaitre,
1992):

~r ¼ r=ð1�wÞ; ð3Þ

where r is the stress tensor.
The definition of this effective stress induces the coupling with

the elastic and with the plastic part of the behavior law (Eq. (1)). A
weak coupling is used in this work. For an analysis of the influence
of damage coupling on numerical results, the reader can refer to
El Khaoulani and Bouchard (2013).

This constitutive behavior is implemented using an updated
lagrangian formulation and large plastic strains are considered. A
mixed velocity–pressure formulation with a 3D enhanced
(P1+/P1) element is used. A simple one step Euler scheme is used
for the time integration. Therefore this incremental formulation
remains valid if the time step is small enough. This mixed formu-
lation is well adapted to solve incompressible or quasi incompress-
ible flow as elastic-plastic problem. For more details about the
constitutive modeling, the reader can refer to Wagoner and
Chenot (2001) for the general framework and to Bouchard et al.
(2011) and El Khaoulani and Bouchard (2013) for the damage
model implementation in the mixed velocity-pressure
formulation.

3. Calibration procedure using inverse analysis approach

Due to the non-linearity of the problem and the coupling
between material behavior and damage an inverse analysis
approach is needed to calibrate the damage model. In fact direct
fitting approaches cannot be used here; the non-linearity of the
model itself and the non-linearity due the structural effect of the
tensile test (necking) make the computation of a stress-strain
curve difficult; this stress-strain curve is needed in direct fitting
approaches. Based on the work of Bridgman (1944) and Chen
(1971) tensile test results can be interpreted as strain-stress curves
assuming the necking phenomena. The proposed approach here is
described on the basis of a simple tensile test, but the final aim is to
apply the same methodology on more complex tests. Examples of
calibration of elasto-plastic models based on complex tests can be
found in the literature (Kim et al., 2014; Pottier et al., 2012).

The main idea of inverse approaches is to fit numerical results
coming from a FE simulation on experimental data. This fitting is
done iteratively by tuning the material parameters values in the
model in order to minimize a cost function. The gap between the
numerical results (FEres) and experimental observable (Obs) is
computed thanks to the objective function fc(P):

fcðPÞ ¼ jFEresðPÞ � Obsj ð4Þ

where P is the set of material parameters values, and |. . .| is a gen-
eric formulation to compute the gap between both measurements.
An explicit formulation of this function is given in the following
sections. Once this objective function is defined, a minimization
method is needed to reduce the gap between FEres and Obs. This
minimization procedure finally leads to find the parameter values
P which represent the behavior of the material.

P ¼ arg min
~P2X
ðfcð~PÞÞ ð5Þ

where X is the research space of the material parameters P.
To achieve this calibration by inverse analysis the key points

are:

� one or several mechanical tests,
� a numerical model of the mechanical tests,
� observables that can be compared between the mechanical test

and the numerical model,
� an explicit formulation of the objective function,
� a minimization method.

The observables and the objective function are described in the
following sections, while the mechanical test, its FE model and the
minimization method are described in this section.

3.1. The mechanical test and its FE model

The tensile test used here is a normalized test (NF EN 10002-1).
The dimensions of the sample are given in Fig. 1, the thickness of
the sample is 1 mm. The reader must keep in mind that experi-
mental results are replaced here by simulation results with a
well-known set of hardening and damage parameters; therefore
the mechanical test and the model are formally identical. The
results obtained with this 3D simulation will be called ‘‘digital
experimental data’’ in the following.

The digital experimental data are generated using the described
model, and the nominal value of each parameter can be found in
Table 1. The FE model (Fig. 1b) is a full 3D model using 3D
enhanced tetrahedral (P1+/P1) element as described in Section 2.
Two symmetry planes are defined: the first one is normal to the
z axis and the second is normal to the x axis. The left side of the
sample is fully clamped, while on the right side a constant velocity
in the tensile direction is applied. The mesh size is set to 1.5 mm
outside of the necking area, and a refinement of a factor 10 is
applied within the center area of the sample. This refinement
allows improving the accuracy of the results, but the reader must
keep in mind that results are strongly mesh dependent. The use
of digital experimental data (with always the same mesh) is a
way to avoid this dependency and to concentrate on model sensi-
tivity itself. Using a sufficiently fine mesh has been shown to be
important to describe necking (diffuse and localized necking) accu-
rately (Dunand and Mohr, 2010; Tardif and Kyriakides, 2012).

3.2. The minimization method

In order to solve the minimization problem (Eq. (5)) a mini-
mization algorithm is necessary. According to the specificity of this
optimization problem the choice is made to use a meta-model
based algorithm. In fact the evaluation of the objective function
linked to one set of parameters P requires a non-linear FE compu-
tation, and this simulation is time consuming. Therefore the num-
ber of objective function evaluations must be kept low in order to
obtain results in a reasonable time. Meta-model based algorithms
are an efficient way to overcome this expensive simulation issues.
Moreover, the optimization problem exhibits a multi-modal
behavior, multiple minima are observed in calibration of ductile
damage model (Munoz-Rojas et al., 2010). Therefore the optimiza-
tion method should be a global optimization method. The authors
have made the choice of working with the Efficient Global



Fig. 1. (a) Normalized tensile test sample (dimension in mm), (b) FE mesh of the tensile test.

Table 1
Nominal parameter values used to generate the digital experimental data.

Parameters Value Description

E 69 Young modulus [GPa]
m 0.3 Poisson ration [–]
ry 46 Yield stress [MPa]
K 430 Material’s consistency [MPa]
n 0.34 Hardening exponent [–]
b 1 Damage parameter [–]
S0 0.7 Damage parameter [MPa]
wc 0.8 Critical damage value [–]
�ed 0.16 Plastic strain threshold for damage growth [–]
h 0.2 Void closure effect parameter [–]
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Optimization (EGO) algorithm developed initially by Jones et al.
(1998). This algorithm has shown to have a good behavior in the
field of forming process optimization involving ductile damage
(Roux and Bouchard, 2013).

The EGO algorithm is a global optimization algorithm based on
sequential enrichment of a kriging meta-model. The main steps of
this algorithm are described in Algorithm 1. This procedure allows
finding a minimum of the objective function fc. Moreover the par-
allel extension of the enrichment method which is described in
Ginsbourger et al. (2010) is suitable to solve time consuming
problems.

The choice is made to map the objective function all over the
design space with a meta-model. This map is then used to explore
the design space and to find the minimum area. The two key points
of this algorithm are the kriging meta-model (Algorithm 1, line 5)
and the way to exploit this meta-model by maximization of the
Expected Improvement (Algorithm 1, line 6) criterion. More details
about the minimization method and the kriging meta-model can
be found in Jones et al. (1998) and Roux and Bouchard, (2013).

One of the advantages of the algorithm is to build a meta-model
during the minimization process. This meta-model maps the objec-
tive function and is therefore a powerful tool to analyze the corre-
lation between parameters and the sensitivity of the parameters on
the objective function. In fact the meta-model is an approximation
of the objective function all over the design space; therefore it can
be used to analyze the evolution of the objective function all over
the design space. These ‘‘landscape’’ plots are particularly useful to
detect multiple extrema, weak sensitivity issues or correlation
between parameters.

Algorithm 1: Global optimization method (Jones et al., 1998)
1:
 i = 1

2:
 DBp= init()
 // DBp is the database

of parameter set,

DBp 2 X
3:
 DBy = fc(DBp)
 // ‘‘black box’’ function
call

DBy is the database of
objective function
values associated to
DBp.
4:
 While (i<imax) do

5:
 Meta = MetaModeling(DBp,DBy)
 // meta-model

generation and
calibration
6:
 newDBp =argmin(Meta)
 // exploration and
exploitation using the
expected
improvement
criterion
7:
 DBp =[DBp [ newDBp]
 // data enrichment

8:
 DBy=[DBy [ fc(newDBp)]
 // ‘‘black box’’ function

call

9:
 i=i+1

10:
 end
4. Calibration based on a global measurement: the load-
displacement curve

The first choice, which is often made in the literature (Abbasi
et al., 2011; Fratini et al., 1996), is to use classical data coming from
tensile test: the load-displacement curve. Guo et al. (2013) also
used load-displacement curves coming from tensile and shearing
tests to identify the Rousselier damage model parameters.
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4.1. Objective function based on load-displacement curves including
softening and fracture of the sample

The displacement is measured thanks to an extensometer, and
the force is the reaction force measured at the jaws of the
tensile setup. This kind of measurements allows obtaining
2-dimensional curves. On theses curves, one can observe the
common stages of a tensile test: elasticity, hardening, softening
and fracture. The objective function is defined to evaluate the
gap between the measurements coming from the experiments
and from the numerical model.

A classical square sum formulation is usually used to compute
the difference between numerical and experimental results. A
generic form can be found in (Eq. (6)). In order to make this formu-
lation non-sensitive to the sampling rate, an integral form is used.
This formulation is given in a continuous form in (Eq. (7)) while the
same formulation is expressed in a discrete form in (Eq. (8)).

f FðPÞ ¼
Xn

i¼1

ðObsnum
i ðPÞ � Obsexp

i Þ
2 ð6Þ
f FðPÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
x ðObsnumðP; xÞ � ObsexpðxÞÞ2dx

min
R

x ðObsexpðxÞÞ2dx;
R

x ðObsnumðP; xÞÞ2dx
� �

vuuut ð7Þ
f FðPÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
ðObsnum

i ðPÞ�Obsexp
i
Þ2Dxi

min
Pn

i¼1
ðObsexp

i
Þ2Dxi ;

Pn

i¼1
ðObsnum

i ðPÞÞ2Dxi

� �
s

Dxi ¼ xi � xi�1

8><
>: ð8Þ

where n is the number of measurement points, Obsnum
i and Obsexp

i

are the measured loads, and xi its associate displacement. Most of
the time, the measurements Obsnum and Obsexp are sampled with
non-coincident x values; therefore an interpolation must be done
to express the measurement on the same x basis. In practice the
measurements with the lower sampling rate are interpolated on
the displacement coming from measurements with the higher
sampling rate.

This formulation is therefore non-sensitive to the sampling rate
since the use of the integral based formulation makes the objective
function independent from the number and the rate of measure-
ment points. The formulation can be useful when an adaptive time
stepping scheme is adopted in the simulation or when a variable
sampling rate is used to record the load-displacement curve.

In order to concentrate on damage evolution the focus must be
made on the last part of the curve: from hardening to fracture.
During the calibration process several set of material parameters
are tested; all of them leads to different mechanical behavior and
therefore to a different fracture point. This mechanical behavior
differs also from the experimental measurement. For example it
can occur that the numerical sample exhibits a fracture point at
a lower displacement than the one from the experimental sample
(Fig. 2a). Therefore there is a displacement range in-between the
facture points of the numerical sample and the one of the experi-
mental sample where only one load measurement is available
(Fig. 2a, gray area in the load-displacement graph). Therefore a
specific treatment must be applied to catch efficiently this part
of the curve.

Several computations of the cost function were considered to
find a relevant way of accounting for the fracture point in the
objective function. Three strategies are presented here. For all of
them the objective function is evaluated for 121 sets of parameters
(S0, �ed). These 121 sets of parameters are sampled using a regular
grid centered on the nominal values. The obtained evolution of
the objective function is shown in Fig. 2.
The first strategy consists in computing the objective function
only on the displacement range from zero to the first (either
numerical or experimental) fracture point (Fig. 2a), where all load
data are available. This option leads to a poor objective function
evolution since noise is observed on the surface in Fig. 2a.
Moreover this formulation may lead to a wrong solution. In fact
from the point of view of the objective function, if the hardening
part is well predicted and if the softening part of the curve is short
and/or steep, the computed objective function may tend to zero
(this specific case is illustrated in the scheme Fig. 2a), leading to
a wrong solution.

The second option is to extend the displacement range of the
objective function computation to the second fracture point. The
missing load data are then replaced by zero load values (Fig. 2b).
This option leads to a smooth evolution of the objective function.
But this evolution is stiff. This stiffness is due to the large gap
which is introduced by the zero load values. This stiffness may
be a drawback for the optimization method, especially to build
the kriging meta-model. In fact this stiff variation in the objective
function cannot be well captured by the kriging meta-model which
is more suitable for describing smooth evolutions of the objective
function.

Therefore a third option is proposed. The missing load data are
replaced by the last recorded load from the experimental test
(Fig. 2c). This last option leads to a smooth evolution of the objec-
tive function and to a less stiff evolution. This objective function
computation will therefore be used in the following.

The reader must keep in mind that these different options do
not change the calibration result. These options only impact the
shape of the objective function in the research space and conse-
quently the efficiency of the minimization method.

In the next part of this section, calibration results using digital
experimental data are presented. First, only 2 damage parameters
are considered as unknowns, while all the other parameters are set
to their nominal values (Table 1). Secondly, three of them are con-
sidered as unknowns in the calibration method.

4.2. Identification of 2 parameters of the damage model: S0 and �ed

In this section the identification of 2 parameters of the damage
model are investigated, respectively S0 and �ed (Table 1). In order to
evaluate the accuracy of the calibration results, the identification
error is defined using the following formula:

Error ¼ jP
N:V :
i � PId:V :

i j
ri

ð9Þ

where PN:V :
i and PId:V :

i are respectively the nominal (which is known
exactly thanks to the use of digital experimental data) and the iden-
tified values of parameter Pi, and ri is the width of the research
range.

The calibration is done using the objective function given in (Eq.
(8)). This objective function is minimized thanks to the EGO algo-
rithm described in Section 3.2. The research ranges of both param-
eters are given in Table 2.

After convergence, a value of 0.22% of the objective function is
reached. The identified values and the associated errors are given
in Table 2. Fig. 3a shows the nominal load-displacement curve
and the identified curve.

The calibration results are good for this first test. A very good
match between both curves is observed (Fig. 3a), and the calibra-
tion errors on both parameters are low. Fig. 3b shows the kriging
surface which is obtained after the convergence of the minimiza-
tion method. This surface exhibits the global minimum located
very close to the nominal value (N.V.) point. A local minimum,
located at �ed = 0.09 and S0 = 1.1, can also be observed. This first test



Fig. 2. Three different objective function formulations based on load-displacement measurements – methodology to account for the softening and the fracture parts of the
curve.

Table 2
Identification of two parameters – research ranges and results.

Parameters Nominal value
(N.V.)

Research
range

Identified value
(Id.V.)

Error
(%)

b 1 N.V. – –
S0 (MPa) 0.7 [0.1–3] 0.638 2.1
�ed 0.16 [0.04–0.20] 0.163 1.8
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shows that if only 2 parameters are calibrated, the method is able
to recover the nominal values of the parameters using only global
measurements coming from load-displacement data.

4.3. Identification of 3 parameters of the damage model: S0, �ed and b

In this section the identification of 3 parameters of the damage
model is investigated. The identification includes S0, �ed (like in the
Fig. 3. (a) Load-displacement curve, (b) resp
previous section); but now the parameter b is added to the identi-
fication process (Table 1).

The research ranges of all parameters are given in Table 3. After
the convergence of the minimization method, the objective func-
tion decreases to a value of 0.2%. The identified values and the
associated errors are given in Table 3. The result of this calibration
is satisfying in term of objective function value. However, parame-
ter b is identified with a large error equals to 15.4%. This test high-
lights an issue regarding the identification of the b parameter of
the Lemaitre damage model.

For calibration problems involving 3 parameters, the kriging
meta-model included in the EGO algorithm is a 3D function.
Displaying this meta-model requires the use of cross-sections.
Fig. 4 shows the kriging meta-model obtained after convergence
of the minimization method. Fig. 4a (respectively b and c) shows
the cross-section of the meta-model for 2 parameters, the third
onse surface of the objective function.



Table 3
Identification of three parameters using load-displacement data – research ranges
and results.

Parameters Nominal value
(N.V.)

Research
range

Identified
value

Error
(%)

b 1 [0.5–3] 0.61 15.4
S0 (MPa) 0.7 [0.1–3] 0.78 2.75
�ed 0.16 [0.04–0.20] 0.159 0.75
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one S0 (respectively �ed and b) is fixed to the identified value to plot
the surface.

Cross-sections plotted in Fig. 4a and c show a clear localization
of the minimum, whereas the cross-section in Fig. 4b exhibits two
minima. For, at least, two values of the b parameter (b = 0.61 and
b = 2.4) the objective function reaches different minima. This graph
confirms the issues around the identification of the b parameter.

According to this graph, it is not possible to conclude that the
problem exhibits multiple minima or exhibits a weak sensitivity
of the b parameter toward the objective function. In fact the two
minima observed in Fig. 4b may be due the kriging interpolation
method itself. Nevertheless multiple values of b lead to a good
value of the objective function. This means that multiple good
matching between the nominal load-displacement curve and the
identified curve are found.

The information contained in the load-displacement is not rich
enough to identify the b parameter value in a unique way. In the
next sections additional measurements are added into the calibra-
tion process to overcome this issue.

5. Addition of the necking measurement in the calibration
process

The softening behavior observed during the tensile test is a
combination of two mechanical phenomena: damage growth and
necking related to plasticity. Many discussions still take place in
the damage mechanics community regarding both phenomena
(Morgeneyer et al., 2014): does necking involves localization and
void nucleation/growth or does void nucleation/growth induces
necking?

In this section the measurements of the tensile specimen neck-
ing is added to the objective function in order to increase the
amount of experimental information used in the calibration pro-
cess. These kinds of approaches are often made in the literature
(Mahnken, 2002; Munoz-Rojas et al., 2010).

A digital extensometer is used to measure the width reduction
of the sample during the tensile test. The necking-displacement
curve is recorded. This curve is a 2D curve, therefore the same
objective function formulation as in Section 4 (Eq. (8)) is used.
Two objective functions are computed: the first one is linked to
the load-displacement curve fF and the second one is linked to
the necking-displacement curve fN. Both functions need to be min-
imized, therefore a global objective function fG is computed for the
minimization algorithm:

f G ¼ wF � f F þwN � f N ð10Þ

where wF and wN are respectively the weights associated to the
load-displacement and to the necking objective functions. These
parameters are respectively set to 0.8 and 0.2. The identification
is done on the three parameters S0, �ed and b. The same conditions
as in Section 4.3 are used.

Table 4 shows the nominal values, the research ranges and the
identified values and their respective error compared to the exact
value. After convergence, the objective function decreased to a
value of 0.22% (f F ¼ 0:17% and f N ¼ 0:43%). In Fig. 5 the
cross-sections of the kriging meta-model are shown.
This calibration, which includes the necking local information,
does not improve significantly the identification of parameter b.
The error made on parameter b is still large (19.3%). The error is
larger than the error found in the previous test (Table 3). The dif-
ference can be explained by the fact that the minimization method
has converged to another solution. Moreover the valley in the
direction of the b parameter is still visible on the kriging
cross-section in Fig. 5a and b. It must be noticed that the local min-
imum observed when only the load-displacement curve is used
(Fig. 4b, b = 2.5) disappears when necking local information is
added in the objective function. Indeed no local minimum can be
observed anymore at b = 2.5 in Fig. 5b. This slight improvement
is therefore a motivation to add richer data into the calibration
process.

During the minimization process, several set of parameters are
tested. In Fig. 6 all these sets are displayed. On each graph, for each
set of parameters one blue point is plotted. On the x-axis one can
read the objective function value, and on the y-axis one can read
the value of the parameters of the set. Fig. 6a presents the �ed values
in function of the objective function values. One can easily see a
clear convergence toward the nominal value of 0.16. The same
behavior is observed in Fig. 6b for the S0 parameter, a convergence
toward the nominal value of 0.7 is observed. In Fig. 6c the behavior
is not the same; the b parameter converges towards multiple min-
ima. This graph highlights again the issue regarding the unicity of
the b parameter identification.
6. Integration of full field measurements in the calibration
process

In this last part, richer data are added in the calibration process
using full field measurements. The full field measurements method
allows obtaining local evolution of kinematic fields during the
mechanical test. These additional data are extremely useful to
improve material behavior analysis a material behavior and to cal-
ibrate models (Grediac and Hild, 2011; Ienny et al., 2009).

In this work the displacement field is used to compute the
objective function. Some authors make the choice of working with
strain measurements instead of displacement (Lecompte et al.,
2007). This choice is relevant when localization of strains does
not occur. When strain localization is observed (as in ductile frac-
ture) working with displacement is more robust.

In the proposed approach displacement field at the surface of
the sample is used. The used displacement fields are comparable
to measurements coming from 2D-DIC method, the third compo-
nent of the displacement field is not taken into account.

Displacement fields are used both to compute an extra objective
function and to define the appropriate boundary conditions of the
FE model. Many ways of incorporating full field measurements in
inverse approaches can be found in the literature. An overview of
all these solutions can be found in (Ienny et al., 2009).
6.1. Objective function based on full displacement field within a larger
deformation framework

In order to use a full field measurement approach for ductile
damage parameters identification, the framework must be adapted
to large deformation. In fact, during the calibration process, several
damage parameter values are tested. Therefore the final shape of
the FE sample is not the same as the final shape of the experimen-
tal sample (except when the convergence is reached). The localiza-
tion of strains and the failure locations may be different. In order to
compute a relevant objective function, the kinematic fields coming
from the experiment and from the FE model must be expressed in a
comparable base. Springmann and Kuna (2006) overcame this



Fig. 4. Identification of three parameters using load-displacement data - response surfaces of the objective function – cross sections (a) b vs. �ed , (b) b vs. S0, (c) S0 vs. �ed.

Table 4
Identification of three parameters using load-displacement curve and necking-
displacement curve – research ranges and results.

Parameters Nominal value
(N.V.)

Research
range

Identified
value

Error
(%)

b 1 [0.5–3] 0.51 19.6
S0 [MPa] 0.7 [0.1–3] 0.706 0.23
�ed 0.16 [0.04–0.20] 0.161 0.6
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issue using a coincident mesh at the surface of the specimen
between the measurement and the FE model. Therefore an objec-
tive function for the trajectories of each material point (node of
the mesh) can be computed, and next a sum all over the nodes
leads to the full field objective function. This approach is efficient,
but the use of coincident mesh has some limitations: the use of
finer mesh or of re-meshing is not possible.

An approach which allows more freedom in the mesh definition
is presented in this section. The main idea of the approach is to
express all the kinematic fields in the non-deformed configuration;
then these fields are projected on the same base (the same grid) in
order to evaluate the objective function.

First, full field digital experimental data must be synthetized.
The displacement fields of the surface of the sample coming from
the digital experimental FE model are projected on a regular grid.
Fig. 5. Identification of three parameters using load-displacement curve and necking-dis
vs. �ed , (b) b vs. S0, (c) S0 vs. �ed .
In Fig. 7a and b, the in-plane components of the displacement
fields are shown (Uxexp and Uyexp), the third component is not mea-
sured. Fig. 7c shows the validity indicator of the measurements;
this indicator di is equal to one if the measurement is available,
and is equal to zero if not (i.e. if the measurement point is outside
the sample). This procedure is done for each time increment. It
finally leads to obtain T snap-shoots of the displacement field.

The same kind of grid can be obtained from digital image corre-
lation method based on real measurements.

Secondly the numerical displacement field of the surface of the
sample is extracted from the FE simulation (Fig. 7d). At this point
numerical and experimental data are expressed on different
meshes and the shape of each sample is different. In order to build
a relevant objective function the same material points must be
compared. The choice is made to express all the fields in the unde-
formed configuration, therefore the lagrangian displacement of
each mesh is used to jump back to the initial configuration, where
the samples have the same shape by definition. The numerical dis-
placement field is then interpolated on the regular grid of the
experimental measurements. These different steps are described
in the flowchart in Fig. 8. After this treatment, experimental and
numerical data of the same material point are available on the
same node of the grid; the objective function can be now easily
computed.
placement curve - response surfaces of the objective function – cross sections (a) b



Fig. 6. Scattering of the parameters value during the minimization process (a) �ed , (b) S0, (c) b.
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The objective function is based on the generic formula (Eq. (6)),
and is expressed for each component of the displacement field:

f DF;jðPÞ ¼
XT

t¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1½di;tðUjnum

i;t ðPÞ � Ujexp
i;t Þ�

2
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i¼1½di;tUjexp

i;t �
2

vuut
0
@

1
A ð11Þ

where j is equal to x or y, and di;t ¼maxðdnum
i;t ; dexp

i;t Þ, d
exp
i;t (respectively

dnum
i;t ) validity indicator of the measurements for the experimental

measurement (respectively the numerical measurements) for each
node i and for each time increment t. This objective function is
based on the sum of squared difference of the displacement
(numerical and experimental) over the n nodes of the grid and over
the time increments.Both components of the objective function are
then added to obtain a scalar objective function which is represen-
tative of the gap between the numerical and the experimental dis-
placement fields:

f DFðPÞ ¼ xx f DF;xðPÞ þxy f DF;yðPÞ ð12Þ

where xx and xy are the weights of each objective function.
Like for the load-displacement curve, it may occur that data are

not available at few points (in case of earlier fracture of one of the
sample). Therefore the same approach as in Section 4.1 is applied.
The missing data are replaced by the last available data at the cur-
rent point:

if dnum
i;t ¼ 0; then

Uxnum
i;t ¼ Uxnum

i;t�1

Uynum
i;t ¼ Uynum

i;t�1

(

if dexp
i;t ¼ 0; then

Uxexp
i;t ¼ Uxexp

i;t�1

Uyexp
i;t ¼ Uyexp

i;t�1

( ð13Þ

With the approach described in this section, an objective func-
tion based on the displacement field can be computed. In order to
discriminate solutions and to make the minimization faster, the
information coming from the load-displacement curve is used as
well in the global objective function. A weighted sum is used:

f GðPÞ ¼ xx f DF;xðPÞ þxy f DF;yðPÞ þxF f FðPÞ ð14Þ

Since each objective function is normalized (Eqs. (8) and (11))
all the weights are set to the same value: xx ¼ xy ¼ xF ¼ 1=3:
It must be noticed that the objective function based on the necking
measurements is not used (Section 5) in (Eq. (14)). Indeed the
necking information is embedded in the objective function f DF;xðPÞ:

The proposed approach is described for 2D displacement fields
but can be easily extended to 3D measurements.



Fig. 7. Synthetic full field measurements data – (a) and (b) components of displacement field, (c) validity data indicator, (d) view of the 3D FE mesh.

Fig. 8. Flowchart of the mapping method of the displacement fields between experimental en FE measurements in a large deformation framework.

E. Roux, P.-O. Bouchard / International Journal of Solids and Structures 72 (2015) 50–62 59
6.2. Calibration results based on full displacement field measurements

The global objective function (Eq. (14)) is minimized using the
EGO algorithm. Table 5 shows the nominal values, the research
ranges, the identified values and their respective errors compared
to the exact value after convergence of the minimization method.
Fig. 9 shows the cross-section of the kriging meta-model after con-
vergence. Each column represents the kriging response surface of
the components of the objective function, respectively from left
to right: the objective function linked with the load fF(P), the objec-
tive function linked with the x component of the displacement
fDF,x(P), the objective function linked with the y component of the
displacement, and the global objective function fG(P) (Eq. (14)).
Each line represents the kriging response surface for a couple of
parameters, respectively from top to bottom: (b, S0), (S0, �ed), and
(b, �ed).

Results presented in Fig. 9 and Table 5 allow making several
remarks on the interest of using full field measurements:



Table 5
Identification of three parameters using load-displacement curve and full displace-
ment field measurements – research ranges and results.

Parameters Nominal value
(N.V.)

Research
range

Identified
value

Error
(%)

b 1 [0.5–3] 0.856 5.7
S0 [MPa] 0.7 [0.1–1.5] 0.703 0.21
�ed 0.16 [0.04–0.20] 0.153 0.44
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� Sensitivity toward the couple of parameters (b, S0) (Fig. 9,
line 1):

o The local minimum at b = 2.5 and S0 = 0.7 MPa (Fig. 9, line
1, column 1) on the force objective function (fF(P)) is can-
celed out thanks to the objective function linked with the
x component (Fig. 9, line 1, column 2). This observation is
in agreement with remarks done about the necking objec-
tive function (Section 5). Indeed necking measurement is
embedded in the x component of the displacement.

o The global objective function (Fig. 9, line 1, column 4) still
exhibits multiple minima. It must be noticed that other
choice of weighting parameters in (Eq. (14)) could
improve this point. In particular, it can be seen that the
cost function associated with Ux tends to eliminate the
higher values of parameter b.

� Sensitivity toward the couple of parameters (S0, �ed) (Fig. 9, line
2): the force kriging surface (Fig. 9, line 2, column 1) exhibits a
valley, which is the signature of a correlation between parame-
ters. But this valley is no more visible on displacement field
Fig. 9. Identification of three parameters using displacement field data and
objective functions (Fig. 9, line 2, column 2 and 3). Full field
objective functions are therefore efficient to suppress the corre-
lation between the S0 and the �ed parameters.
� Sensitivity toward the couple of parameters (b, �ed) (Fig. 9, line

3): the shape of the three surfaces is very close; no clear
improvement can be seen for this couple of parameters. It must
be noticed here that the local minimum observed for b�2.5 in
the first line of Fig. 9 is not a minimum anymore here.

This sensitivity analysis on the full field objective function
shows that using displacement field measurements resolve some
issues regarding damage parameters identification. The transverse
displacement field (component x) improves slightly the sensitivity
toward the b parameter. And both components of the displacement
fields allow removing the correlation between (S0, �ed). Parameter b
still exhibits calibration difficulties within the range of [0.5 1.1]
(weak sensibility and multiple local minima, as already exhibited
in Fig. 5(a) and (b) and Fig. 6). This means that the new surface dis-
placement observables are not rich enough to significantly
improve the calibration of the b parameter. The use of
out-of-plane displacements would be necessary here to overcome
this non-unique solution.

7. Conclusion

The present work deals with a methodology to identify the
Lemaitre damage model parameters. An inverse analysis approach
based on a tensile test is studied here. Several kinds of
load-displacement data – response surfaces of the objective function.
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measurements are introduced in the calibration process step by
step. First the load-displacement curve is exploited, then necking
measurements are introduced in the calibration process, and
finally displacement full field measurements are used. For each
kind of measurements an adapted formulation of the objective
function is proposed. These formulations are adapted to catch in
a relevant way the softening part of the material behavior which
is impacted by ductile damage.

In order to analyze only the damage parameters identification,
numerical data are used as ‘‘experimental’’ measurements. This
avoids any kind of uncertainty related to numerical issues and to
the plastic behavior of the material.

The minimization of the objective function is done by a mini-
mization algorithm assisted by meta-model (the EGO algorithm).
Results are analyzed using response surfaces coming from the
meta-model which is built during the minimization process.
These surfaces are a powerful tool since it allows detecting weak
sensitivity effects, correlation between parameters and multiple
minima issues.

The first step, based on the load-displacement curve, shows that
the value of the Lemaitre model parameter b cannot be identified
accurately. The load-displacement curve is a global observable that
is not rich enough to ensure the uniqueness of the parameter iden-
tification. Then necking measurements are added in the calibration
process and the sensitivity of the b parameter is slightly enhanced
thanks to this additional local measurement. This improvement is
also noticed when full field measurements are used to compute the
objective function. The use of full field measurements and espe-
cially of the transverse displacement field is a good way to resolve
partially the issue of the identification of the b parameter of the
Lemaitre damage model. Moreover, full field measurements are
very efficient to suppress the correlation between damage param-
eters, which was observed when only the load-displacement curve
was considered.

Future works are to apply this approach to a real data. To
achieve this goal the plastic behavior of the material should be well
described to reproduce the kinematic fields before damage occurs.
The same methodology to calibrate the full constitutive model
(elastic-plastic coupled to damage) is very promising. Identifying
hardening and damage parameters requires the use of global and
local information. Two enhancements of the procedure may
improve the efficiency and the accuracy of the calibration accord-
ing to the authors:

� Extension of the methodology to full 3D measurements of dis-
placement fields at the surface or in the thickness.
� Calibration on multiple tests, involving different stress states.

Identification of the b parameter may be improved by using
these enhancements. The knowledge of the localized necking com-
bined with a different test, with a different stress state (shear test
for example), will undoubtedly enrich the observable basis and
may increase the sensitivity of the b parameter.

Moreover the methodology can be extended to take into
account even richer information as volumetric measurements
coming from digital volume correlation (Morgeneyer et al., 2014;
Roux et al., 2008). A first step in this direction has been done by
Cao et al. (2014) where void volume fraction measurements com-
ing from X-ray micro-tomography are introduced in the calibration
procedure.
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