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Abstract

In this work, a new finite element framework is developed and applied to the study and modeling of ductile
fracture mechanisms at the microscale. More particularly, a body-fitted meshing and remeshing methodology
is introduced and applications to void coalescence are investigated. Though most studies focus on periodic
arrangements of voids, it was proven in experiments as in simulations that random void clusters have a
major influence on void growth and coalescence. With the method proposed in this paper, various void
arrangements can be addressed and their effect on void growth and coalescence can be studied at large
plastic strain and various stress states.
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1. Introduction

Ductile fracture raises many challenges in experimentation as in modeling and simulation. In the industry,
predicting ductile fracture is usually based on simulations using macroscopic ductile damage models, which
are calibrated using experiments where measures are also taken at the macroscale. Example of model which
covers such use is the Lemaitre damage model, for which a detailed implementation from experimental
calibration to numerical simulation can be found in [1]. In [2], this model was applied to several multi-pass
industrial processes and compared to the Gurson-Tvergaard-Needleman microscopic ductile damage model
[3, 4]. For the studied materials and processes, the results showed the superiority of the GTN model, which
was the only one to assess individually each of the three mechanisms of ductile damage at the microscale:
void nucleation, growth and coalescence. While the first microscopic damage models were designed only for
specific conditions, particularly regarding loading path, multiple extensions were proposed in the literature
[5, 6, 7, 8, 9, 10, 11, 12, 13]. The main aspect of these extensions is to model more accurately the considered
materials and their microstructures. The methodology to reach such objectives is based on Finite Element
(FE) analysis: an ideal microstructure composed of a periodic arrangement of spherical or elliptical voids is
placed in an infinite matrix. Inclusions can be considered instead of voids to study void nucleation. Applying
various loadings and also varying the geometry of the microstructure enables to postulate void evolution
laws. These laws are directly used as input to microscopic damage models, such as the GTN model. Due to
important computational costs, these studies mostly address a limited number of voids, and the simulation
is stopped at the onset of void nucleation or coalescence. Hence, no study of the impact of these two events
on material behavior can be performed.
In [14], a FE framework was proposed to simulate void growth at large plastic strain, and an anisotropic
mesh adaptation strategy was used to reduce computational costs. This framework was then extended with
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void nucleation models and simulations could be pursued after the onset of void nucleation [15]. In this
immersed volume framework, a single mesh was used to model the whole heterogeneous material, and the
interfaces between matrix, voids and inclusions were not carried by faces of this mesh but by elements for
which the behavior was ruled by mixture laws. The main reason for such a choice relied on the complexity
of meshing and remeshing interfaces using the mesh adaptation tool presented in [16, 17].
In the first part of the present paper, a new mesh adaptation tool is proposed to solve this issue. An
accurate description of matrix/void and matrix/inclusion interfaces is obviously important to compute more
accurately the local mechanical variables that play a major role in the prediction of void nucleation and
coalescence. As a first utilization of this new remeshing methodology, the second part of the present paper
focuses on the simulation of void coalescence. At the microscale, which is addressed here, the prediction of
void coalescence is based on local mechanical states. Then, a numerical technique is presented to model void
coalescence and to pursue the simulation after its occurrence. In a third and last part, numerical validation
of this framework is addressed before studying the influence of void clusters and stress state on ductility for
complex void configurations, which can be considered thanks to the proposed remeshing methodology.

2. Numerical framework

In a classical immersed volume framework, the simulation is performed using only one mesh, on which
the mechanical problem is solved once for all phases. Inside this mesh, the different phases are hence to be
described. In [14], the Level-Set (LS) method was used to represent void/matrix interfaces. The LS function
ψ of the void/matrix interface Γ was defined by:

∀t,
{
ψ(x, t) = ±d(x,Γ(t)), x ∈ Ω,

Γ = {x ∈ Ω, ψ(x, t) = 0} ,

where d(., .) is the Euclidean distance, with a positive sign inside the void phase, and a negative one in the
matrix. As a P1 formulation was used, this signed distance function was computed at mesh nodes at the
initial state, and then the evolution of the interface was taken into account by Lagrangian displacement of
the nodes during the computation. Other modifications of the interface such as the consequences of void
nucleation were operated directly on the LS function [15].
The LS method is classically used to model fluid-structure interactions. However, in these cases the defor-
mation of the solid phase is usually neglected as the focus is made on the flow or on thermal exchanges.
Hence, the authors impose the nullity of the solid’s deformation rate by defining its behavior as a fluid with
penalized viscosity [18, 19, 20]. In these works, the interfaces are said to be implicit, as they are not carried
by the mesh but only by the LS function. Consequently, some elements are crossed by the LS function and
their behavior is defined by a mixture law taking into account both fluid and solid behaviors. As both fluid
and solid phases are modeled by a fluid behavior, this mixture law simply consists in mixing the viscosities
in the stationary case. When the deformation of the solid is of interest, this principle can also be applied
for nonlinear behaviors such as visco-plasticity. When mechanical properties other than viscosity come into
play, such as in visco-elasticity [21] or crystal plasticity [22], homogenizing both fluid and solid behavior
becomes more complex.
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Figure 1: Immersed volume mesh with an implicit interface in a P1 formulation (a), and an explicit (body-fitted) interface (b).

A way to avoid such difficulties would be to avoid having elements crossed by the interface, and hence dealing
with an explicit interface (i.e. carried by the mesh), as illustrated in Fig. 1. While the above-mentioned
approaches were focused on the mathematical formulation, meshing the interfaces and maintaining a good
mesh quality around them during simulation requires important algorithmic developments. In [23, 24, 25], a
complete mesh adaptation framework was built to enable fluid-structure simulations with explicit interfaces.
Though some results were obtained with great deformations for the solid phase, these deformations remained
in the frame of incompressibility, which ensures that refinement or coarsening of surface meshes is not
necessary. In the present work, void growth is studied at large plastic strain, using an updated Lagrangian
formulation. Voids may grow more than ten times their initial size and importantly distort the mesh, hence
surface meshes will certainly need to be remeshed. That is the reason why a new mesh adaptation framework
was developed. The parallel C++ library CimLib, which is used for the present developments, has already
been used by multiple authors for simulations based on the LS method [14, 15, 18, 19, 20, 21, 22, 26]. For
remeshing operations, the external C (re)mesher MTC was used [16]. In the following sections, a new mesh
adaptation tool which enables simulations with internal interfaces is presented, and the algorithms that were
added to the library to achieve better robustness are detailed.

2.1. Body-fitted (re)meshing

MTC is a P1 automatic remesher based on elements topology improvement that was developed for La-
grangian simulations under large strains. This tool was extended to anisotropic mesh adaptation, for which
it was extensively used [14, 15, 18, 19, 20, 21, 22, 26].
In the present work, four operations were to be added to this software, which are namely fitting, locking,
refining and coarsening of an interface described by a LS function. Due to the fact that MTC was initially
developed many years ago, it was chosen to produce a fresh implementation, containing the anisotropic
mesh adaptation operations already present in MTC, but also the four new operations. This new mesh
adaptation tool, named Fitz, was programmed in C in order to achieve good performance with a code as
light and simple as possible. A particular attention was given to data structures and sorting algorithms
during its conception. Such issues have been repetitively discussed in the literature for the development of
new mesh adaptation tools [24, 27], and will not be detailed here.
Before describing in details the new mesh adaptation operations included in Fitz, some notations and prin-
ciples have to be introduced. Here, only the remeshing problem will be addressed. An initial mesh is thus
considered, which can be defined by a set of nodes Nh and simplexes Th (triangles in 2D and tetrahedrons
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in 3D). Noting d the dimension (2 or 3), a simplex of the mesh is given by a set of d+ 1 nodes belonging to
Nh. The following sets have to be defined:

∀n ∈ Nh, T (n) = {T ∈ Th/n ∈ T} ,
N (T ) = {n′ ∈ Nh/∃T ∈ T , n′ ∈ T} .

In other words, T (n) is the set of all simplexes that contain a given node n, and the set N (T (n)) is defined
by all the nodes of these simplexes. In the following, the set T (n) is named neighborhood of n. In the same
way, the neighborhood of a face can be defined. A face is given by any set of d nodes of the same simplex.
The set of the faces of the mesh is noted Fh, and the neighborhood of a face F , noted T (F ), is defined as:

T (F ) = {T ∈ Th/∀n ∈ T, ∀n′ ∈ F, n ∈ N (T (n′))} .

To drive mesh adaptation, simplex quality has to be defined. Here, the following definition is chosen:

∀T ∈ Th, Q(T ) = min

(
c0
|T |M
hdM

, hdM ,
1

hdM

)
(1)

where:

• c0 is a normalization factor so that a regular simplex would have a quality of 1, c0 =
d!√
d+ 1

2d/2,

• |T | is the volume of T and |T |M = |T |
√

det(M(T )),

• hM is the average edge length hM =

√√√√√
 1

c1

∑
(i,j)∈N ({T}),i6=j

||Sj − Si||2M(i,j)

, with Si (resp. Sj) being

the point corresponding to node i (resp. j),

• c1 is the number of edges in a simplex, c1 =
d(d+ 1)

2
.

In this definition M is a simplex-wise linear metric field which drives anisotropic mesh adaptation, M(T ) is
the interpolation of M at the center of T , and M(i, j) is the interpolation of M at the center of edge (i, j).
To prevent from confusion, it is important to mention that opposed to the term face that was used so far
to refer to an edge in 2D and a face in 3D, the word edge refers here to an edge in both dimensions. In the
general anisotropic case, M takes the form:

M = R


1

h21
. . .

1

h2d

RT .

The matrix R is a rotation matrix, and the values hi are the mesh sizes prescribed in the directions defined
by the column vectors of R. The norm of a given vector v can be obtained through the following formula:

||v||M =
√
vTMv. Therefore, in the term c0

|T |M
hdM

in Eq. (1), the Euclidean space is distorted so that the

mesh adaptation tool sees an isotropic mesh with all edges of length 1, while in the real space the mesh is
anisotropic with various edge lengths as defined by the metric M . The second term hdM , resp. the third one

1

hdM
, in Eq. (1) penalizes the quality for too small, resp. too large, elements and enables mesh coarsening,

resp. mesh refinement. All these definitions and the reasoning behind their choice can be found in [17].
Finally, the anisotropic mesh adaptation algorithm implemented in Fitz consists in browsing all nodes and
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faces of the mesh, collecting their neighborhood, and trying to replace it by a ”better” set of simplexes.
More particularly, starting from a given set of elements T constituting the neighborhood of a node or face of
the mesh, it is tested whether connecting any node n′ of the given set to all the nodes of the faces of this set
that do not contain n′ would lead to a ”better” set of simplexes. When such a set is found, it replaces the
original set if and only if the two sets have the same volume. This last condition ensures mesh conformity
(in a FE sense). The operation which consists in connecting a node to all possible faces is usually called
star -connecting in the literature. The whole algorithm can hence be seen as a star -connecting optimization
process. Node creation can be inserted in this algorithm by also considering the barycenter of N (T ) as a
candidate in the process.

n m

n

edge swapping

vertex smoothing

node deletion

node creation

(a) (b)

Figure 2: Examples of local mesh adaptation operations performed by the star -connecting optimization process.

In other mesh adaptation techniques, several adaptation operations are defined, such as edge splitting, edge
collapse, vertex smoothing, edge swapping, etc., priorities have to be set between them and some particular
cases such as infinite loops have to be handled [23, 24]. It can be easily seen that all these operations are
included in the star -connecting optimization algorithm, which basically considers all possibilities. Some
of these equivalencies are illustrated in Fig. 2, where the neighborhood is colored in light gray. In (a),
two possible modifications are shown for a node: it can be deleted by star -connecting the neighborhood
to a different node, or it can be smoothed by star -connecting the neighborhood to its barycenter. In (b),
two possible modifications are shown for a face: it can be swapped by star -connecting the neighborhood
to a different node, or a new node can be created by star -connecting the neighborhood to its barycenter.
Illustrating all possibilities would be irrelevant and too long here, as they increase with new geometries
and of course in 3D. Nevertheless, these simple examples show the large variety of topologies visited by the
optimization algorithm. In the following, a focus is made on the new operations that were introduced in
Fitz to address the (re)meshing and preservation of internal surfaces.

2.1.1. Interface fitting

The first step is to ”bring” the mesh on the interface. Such operation is already possible in some commercial
codes. Having an initial volume mesh of an object, one can introduce another object, and the software will:

• localize in the initial mesh the simplexes which are crossed by the surface of the new object;

• split these simplexes in order to follow the surface mesh of the new object;

• adapt the mesh inside the two objects.

The last point is optional, however when splitting simplexes in the second step, the resulting mesh may
be of poor quality in some areas. Since in the present application, objects will be introduced several times
during the simulation to model void coalescence, the localization step may be too expensive. Moreover, it
is important here to remind that the framework is based on a LS representation of interfaces. That is the
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reason why a methodology which is based on the cut-cell method is preferred [28]. In this methodology, the
implicit representation of interfaces is used to cut the cells crossed by the interface. The difference with a
classical cut-cell method is the presence of anisotropic mesh adaptation before and after cell-cutting.
Let ψ be the LS function representing the void/matrix interface. Before considering any fitting of the mesh
on the interface, it is important to have a mesh fine enough close to the zero level of ψ. To obtain this
result, mesh is adapted using the anisotropic mesh adaptation algorithm presented earlier together with the
metric field detailed in [29]. This metric field is based on an a priori error estimator linking the interpolation
error on the LS function to its gradient vector and hessian matrix. These variables represent respectively
the normal vector to the interface and its main curvatures. Using this data, a metric field can be built in
order to have a very fine mesh in the normal direction to the interface, and to control the mesh size in the
other directions depending on local curvatures. In practice, the signed distance function is first computed,
and then the metric field and finally remeshing is operated. This whole LS/metric/remeshing process is
iterated several times because depending on the initial mesh, the first computations of the metric field may
be inaccurate.
An example of mesh obtained using this methodology is illustrated in Fig. 3, where all local variations of
the interface are progressively captured. Five LS/metric/remeshing iterations are performed from the initial
state shown in Fig. 3(a), to the final state shown in Fig. 3(c), where the letters of Fitz can be totally
and accurately recognized. In this final state, an average simplex quality close to 0.8 was obtained, which
serves as an indicator of convergence. Regarding computation time, some measurements on real cases will
be presented in section 4.2.

(a) (b)

(c) (d)

Figure 3: Mesh adaptation using Fitz from an isotropic mesh (a), to an anisotropic mesh adapted to the interface (b), (c). The
interface is represented in red. In (d), the quality of the resulting mesh is shown, with the interface colored in white.

Once a satisfying mesh is obtained close to the interface, fitting can be operated. As illustrated in Fig. 5(b),
this operation consists in browsing all edges of the mesh and splitting into two the edges where ψ takes two
different signs. At such edges, the intersection Sij between the interface and the edge (i, j) is obtained by
means of linear interpolation:

Sij = Si − (Si − Sj)
ψ(Si)

ψ(Si)− ψ(Sj)
.
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Finally, the parallel implementation of CimLib implies that the mesh is distributed between the various
processes, which then only have the knowledge of a partition of the mesh. Regarding remeshing, it is
applied independently by each process, inter-partition boundaries being blocked. Then, repartitioning is
performed so that poor quality elements land far away from these inter-partition boundaries, using the
methodology introduced in [16], and remeshing is applied independently again. Regarding fitting, it is not
performed on inter-partition boundaries, but mesh quality is penalized for unfitted elements so that they
can be fitted after repartitioning.

2.1.2. Interface locking, refining and coarsening

Obviously, fitting the mesh on the interface would be worthless if the mesh adaptation process was allowed
to remove nodes from the interface without any regulation. Thus, locking the interface is necessary. Nev-
ertheless, it was mentioned earlier that it is also important to enable interface remeshing to prevent poor
quality elements from appearing close to the interface.
To enable both interface locking and remeshing, faces that carry the interface are collected in the star -
connecting optimization process. If such faces are found inside a set of elements, then node creation is
constrained by replacing the neighborhood barycenter by the barycenter of each face. Node deletion and
star -reconnection are also constrained by only enabling reconnection to a node where the LS function is
null.

Level-Set 
computation

YES

Error 
estimation

Metric 
computation

Mesh 
adaptation

Converged ?

NO

Fitting
Mesh 

adaptation

Figure 4: Flow chart of the remeshing methodology.

The flow chart in Fig. 4 summarizes this new body-fitted approach. Any new object to be inserted in the
immersed volume simulation is first represented by its LS function ψ, which is a signed distance function to
this object’s boundary. Then a metric field M is built to refine the mesh close to this object’s boundary. The
global star -connecting optimization process is then executed and results in Fig. 5(a). Distance computation,
metric construction and mesh adaptation may be performed several times to converge to an accurate mesh
close to the interface as in Fig. 3. The interface can be fitted on this mesh by splitting elements, as illustrated
in Fig. 5(b). Finally, remeshing can be operated in the volume as on the surface, with the constraint that
it has to preserve the surface, as seen in Fig. 5(c). It can be observed in this last figure that interface
remeshing may change locally the shape of the interface. A particular attention is given to this effect in
section 4.1.3.
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Figure 5: Different steps of the new body-fitted approach, the matrix phase is colored in green, the void in blue, and the red
curve is the interface.

2.2. Mesh adaptation to the mechanical fields

So far, the P1 metric field M was defined to have an accurate description of interfaces. In practice, an
accurate description of mechanical fields is also required, as they drive void growth and coalescence. Similarly
to the approach used to refine the mesh close to the interfaces, an error estimator is first needed. Here,
an a posteriori error estimator based on the interpolation error on the plastic strain rate ε̇ is used. Since
this variable is constant per element, its interpolation error is given by its gradient, which can be computed
directly only for P1 variables. To recover an element-wise gradient, the methodology used here consists in
first recovering a higher order approximation of the plastic strain rate on the nodes, and then computing
the element-wise gradient of this P1 field.
The higher order approximation is obtained using the modified Superconvergent Patch Recovery (SPR)
technique presented in [30]. On each node, this technique consists in collecting the values of the given
variable on every neighboring element. Then, a second order Hermite interpolation of the variable is fitted
on these values in a least square sense. A common issue with a high order SPR technique is the important
number of unknowns: the value of the field, the d values for its gradient, and the d(d + 1)/2 values for its
hessian matrix. In order to well-define the least square problem, the patch must then contain enough data
(1 + d + d(d + 1)/2). In the frame of the present work, a parallel algorithm was developed in the CimLib
library to reach this purpose. As pictured in Fig. 6(a), this algorithm consists in first collecting two sets
at every node of the mesh: the data, which contains the values of the field on the neighboring elements,
and the ghost, which contains the nodes connected to the considered node. Until data does not contain
1 + d+ d(d+ 1)/2 elements, the two sets are fed by collecting the data and the ghost of the nodes already
located in ghost, as shown in Fig. 6(b). In this implementation, the heterogeneities are not taken into
account. In particular, data may contain elements of the void phase for matrix nodes close to the interface.
This is not an issue here since close to the interface, there is another dominant error estimator, which is the
one built thanks to the LS function.
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Figure 6: Illustration of the patch, or data (light gray) and the ghost (green dots) for a considered node (black dot) at the first
(a) and second (b) iterations of the feeding algorithm.

Once the higher order approximation is recovered, its gradient can be computed element-wise and an isotropic
mesh size is obtained:

∀T ∈ Th, h∇ = max

(
min

(
h

ε

||∇ε̇||
, hmax

)
, hmin

)
where ε is a prescribed interpolation error and h =

1

c1

∑
(i,j)∈N ({T}),i6=j

||Sj − Si|| is the Euclidean average

edge length, using the Euclidean norm ||.||. The maximal and minimal mesh sizes hmax and hmin are used to
prevent from inconsistent results when the gradient is equal to zero or ill-defined (e.g. near discontinuities).
After coalescence, plasticity may localize in totally different regions than before. To prevent huge mesh
changes at such moments, the ratio h∇/h is also controlled with an upper and a lower bound. The resulting

mesh size h′∇ gives an element-wise metric field M∇ = h′∇
−2
I. To be used as an entry to Fitz, this metric

field is brought at the nodes using once again the SPR technique.
To combine the mechanical metric field M∇ with the one used to adapt the mesh to the interfaces, metric
intersection is used. Briefly, this technique builds a unique metric always producing the largest mesh size
satisfying any set of metrics given as input [31].
An example of mesh obtained by combining all mesh adaptation strategies mentioned in this paper is
presented in Fig. 7. In this illustration, different scales are defined depending on the distance to the
void/matrix interface. Far from the interface, an isotropic coarse mesh size is imposed. In an intermediary
zone, linear transition is used to smoothly change to the fine mesh size imposed close to the interface. In
this last zone, mesh is adapted to the interfaces and to the plastic strain rate. Arrows point out some areas
where mesh can be clearly observed as adapted to the plastic strain rate.
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(a) (b)

Figure 7: Example of mesh used for simulations. Here mesh size is adapted from the large scale of the domain (a) to the small
scale of the two immersed voids (b). The color scale is based on ε̇.

3. Mechanical modeling

3.1. Material behavior and mechanical formulation

In the present body-fitted framework, each element of the mesh will either be a matrix element or a void
element. Regarding the matrix, it will be considered as an elasto-plastic solid. Elasticity is ruled by the
Hooke’s law for isotropic linear elasticity, and plasticity by a von Mises yield criterion and an isotropic
hardening law:

σ0(ε) = σy +Kεn.

Here ε is the accumulated plastic strain, σy the yield stress, K the plastic consistency and n the hardening
exponent. Numerical integration of this non-linear behavior is performed using a radial return mapping
algorithm.
As in [14, 15], the void phase is considered as a compressible Newtonian fluid of dynamic viscosity η∅ and
bulk viscosity χ∅:  σ = 2η∅

(
ε̇− 1

3
tr(ε̇)

)
− pI

p+ χ∅ tr(ε̇) = 0
.

This mixed velocity/pressure formulation is solved using a P1+/P1 element on a single mesh, together with
the formulation corresponding to the elasto-plastic phase (not recalled here). A Newton-Raphson algorithm
is used to solve iteratively this formulation until convergence. More details on the P1+/P1 element can be
found in [32], and the formulation corresponding to the elasto-plastic phase and its resolution are presented
for example in [33]. As already stated, an updated Lagrangian formulation is used, which avoids the
resolution of any convection equation for the LS function. Nevertheless, it is important to adapt the mesh
regularly to prevent from element flipping.
Finally, deforming the mesh is likely to distort the LS function, and since remeshing relies heavily on its
gradient and hessian matrix, this may cause inconsistent remeshing. To prevent from such issues, the
LS function is reinitialized, which means it is regularly brought back to a signed distance function to the
interface during the simulation. The direct reinitialization technique proposed in [34] is chosen to perform
this operation.
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3.2. Modeling of void coalescence
One the one hand, from an experimental point of view, the coalescence mechanism raises important issues.
Any ductile material usually contains an initial volume of voids, which are parts of the defects of this
material. Under loading, these voids may grow and other voids may appear due to void nucleation near
intermetallic particles. However, both populations of voids are randomly distributed and hence difficult
to observe [35, 36, 37]. Regarding the measurement of plastic strain and stress state at the microscale,
recent developments in the field of Digital Volume Correlation (DVC) have led to promising results [38].
Nevertheless, the fact that void populations are random still remains an issue. In [39], Weck et al. have
proposed to manually insert holes in test materials by means of laser drilling. Based on this technique,
experiments were carried out with two or more voids, where void spacing and positioning could be controlled
[40, 41].
One the other hand, from a modeling point of view, most works are based on FE studies [10, 11, 12].
A spherical or elliptic void is placed in a small Representative Volume Element (RVE), called unit cell.
Periodic boundary conditions are used to simulate an infinite void array, and apply periodic homogenization
theory. Opposed to experimental studies, FE calculations make it easier to conduct tests under various void
arrangements, materials and stress states. Moreover, not only their influence on void volume evolution can
be quantified, but the precise evolution of void shape can also be measured. However, due to implications on
computational costs, multi-void RVEs with complex void arrangements and clusters are generally not studied
in the literature. An exception can be found in [36], where the RVE was not an ideal void arrangement but
a 2D mesh of a real microstructure obtained from imaging. In the present work, an infinite matrix will be
simulated by including the RVE in a large domain, as already presented in Fig. 7. This approach cannot
be compared to periodic homogenization, and has some limitations that will be discussed in section 4.2. It
is chosen here to avoid the difficulty of implementing periodic boundary conditions in an adaptive parallel
FE framework.
Finally, most FE studies limit their scope to the prediction of void coalescence. Thus, the simulation only
takes void growth into account, and it is stopped at the onset of void coalescence. Thanks to the body-fitted
remeshing methodology developed here, the simulation can be carried out after void coalescence.
Void coalescence is usually defined as a significant acceleration in the evolution of void volume, due to the
linking of voids at the microscale. To model this phenomenon, a criterion is to be defined to predict when
linking of any pair of voids in the simulation will occur. If predicted, void coalescence will be operated by
inserting a new void, called nucleus, in the simulation. An analysis of common void coalescence models such
as the Thomason or McClintock models can be found in [40], where they were compared to experimental
results. These criteria are based on void geometry, and macroscopic strain and stress fields. Moreover, these
criteria address only ideal void shapes. Therefore, they do not correspond to the applications targeted by
the present study. For example, the Thomason model does not seem to be applicable to the shape formed
by two coalesced voids.
For these reasons, a different approach is developed, that does not cover all modes of void coalescence,
especially when plastic localization occurs at a scale larger than void size, with negligible void nucleation
and growth, as observed in [37]. Such phenomena are out of the scope of the present study, which focuses
on modeling void coalescence in 2D materials with high void volume fraction, as in [40]. Here, it is assumed
that the coalescence of the major voids modeled and meshed explicitly in the initial RVE is due to the
linking of minor voids of a second population. These minor voids are supposed to be small enough to
be homogenized in the behavior of the matrix. This approach has been used for example in [8] and [11]
where the minor population was represented by a Gurson-type model, which also accounts for softening
by modifying the plastic flow rule of the matrix. This raises new issues such as abnormal localization and
softening dependency on the mesh that are generally solved by introducing one or multiple length scales in
the plasticity-damage model [42]. Though these length scales are commonly accepted to be characteristics of
the material, their determination would be tricky at the micron scale. That is the reason why an uncoupled
Lemaitre damage model is preferred here. When the damage variable D has reached a certain threshold
Dc on a whole line between two voids of the major population, coalescence is modeled as an instantaneous
failure of the matrix between these two voids. This failure is supposed to be caused by the linking of voids
of the minor population, as suggested in [41] for a copper alloy. Regarding the hypothesis of instantaneous
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failure, it is justified by the fact that no real measure of the velocity of crack propagation at the microscale
has been performed yet. It is hence supposed that the characteristic time length for the propagation of a
crack from a void to another is inferior to the time step used for simulations.
More precisely, damage evolution is given by the following Lemaitre model [43]:

Ḋ =

 ε̇

(
− Y
S0

)b

, D < 1

0, D = 1

, Y =
−1

2E(1−D)2
[
(1 + ν)σ : σ − ν(trσ)2

]
where Y is the damage strain energy release rate, E the Young modulus, ν the Poisson coefficient, and σ
the Cauchy stress tensor. The two remaining coefficients S0 and b are material parameters. In practice, the
extensions of the Lemaitre model regarding void closure effects and damage evolution under low triaxiality
detailed in [43] are also used. Damage evolution and then the damage variable are computed after each
mechanical resolution.
As a conclusion, the proposed coalescence model consists in considering all pair of interface nodes corre-
sponding to two different voids, and verifying that D > Dc on the whole line L between them. Note that
the cost of this operation is affordable in 2D, but optimization of this process will certainly be necessary
for 3D computations. When this criterion is verified for any pair of candidate nodes, a nucleus is inserted
between them. This nucleus has the shape of a thick line linking both nodes. The signed distance function
ψn to the boundary of such object can easily be computed:

∀x ∈ Ω, ψn(x) = ξ − d(x,L)

where ξ is the line’s thickness. The first step towards its insertion in the simulation is to modify the LS
function ψ of the void/matrix interface [15]:

ψ̃ = max(ψ,ψn).

The new LS function ψ̃ replaces the previous one and the new interface is meshed using the methodology
developed in this work. Remeshing is also applied to avoid poor quality elements. A strong coupling is then
used: the mechanical problem is solved again at the same time step, but with the new void topology, and the
criterion is checked again. Nuclei insertion, remeshing, mechanical resolution and criterion computation are
performed again until an equilibrium state is found when no coalescence is predicted. Then the simulation
can proceed to the next time step, as illustrated in Fig. 8.

Mechanical 
resolution

Remeshing

Coalescence ?

NO

YES

Lagrangian 
mesh motion

Figure 8: Strong coupling algorithm for void coalescence modeling.
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4. Results

The new body-fitted immersed volume method exhibits a certain number of differences with common ap-
proaches. More particularly regarding void coalescence prediction and modeling, the proposed model has to
be confronted with experiments and observations found in the literature. This is the main purpose of the
first part of this section. In a second part, the model is used to study the influence of relative void positioning
and arrangement on ductility. The effect of stress state is also investigated. All these simulations are carried
out in 2D under plane strain assumption. The extension to 3D would be possible with the same approach,
but this would be more expensive for a large number of voids.

4.1. Numerical validation

Numerical validation is important to check that the proposed method gives consistent results when varying
the numerical parameters. Here, four numerical parameters are to be investigated:

• domain size plays a major role in the modeling of an infinite matrix;

• mesh dependency is a common issue in all FE methods, so it is important that varying the mesh size
does not alter the results;

• time step dependency is another problem that is theoretically avoided due to the implicit and strongly
coupled solvers used in the present framework;

• rheology of the void phase has to be investigated to verify that it does not influence void growth or
plasticity in the matrix.

The considered material is the aluminum alloy 5052 used in [40]. As stated earlier, this work is an experi-
mental study of the loading of specimens containing laser drilled holes. The geometry of the test case chosen
for validation is also issued from these experiments: two voids of identical radius 5 µm and respective center
positions (−9.9 µm; −9.9 µm) and (9.9 µm; 9.9 µm). It is illustrated in Fig. 9(a,b). Mesh size is quite an
ambiguous notion in the present work due to the anisotropic mesh adaptation methodology being employed.
In the large 10 × 10 mm2 domain presently used, a first isotropic mesh size is defined. Then, in a closer
region at a distance of 1 mm around the void/matrix interface, a transition to an intermediary mesh size
is operated. Closer than 30 µm to the interface, mesh is adapted to the plastic strain rate. Finally, closer
than 4 µm, anisotropic mesh adaptation is used to accurately represent the interface. In Fig. 9(c), the lower
and upper bounds for the mesh size are plotted in these different zones of the domain. Regarding the time
step ∆t, it corresponds to 0.01% of domain elongation per time increment. Material parameters defined
in [44] are used and completed by standard values for an aluminum alloy concerning the Lemaitre model
[43]. These values are summarized in Tab. 1. Moreover, the rheology of the void phase is described by
η∅ = 1 MPa s and χ∅ = 0.1 MPa s. The loading is always tension in the vertical direction, with sticking
upper and lower boundaries to favor necking.
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Figure 9: Reference computational set-up: (a) domain and loading configuration, (b) microstructure geometrical properties,
(c) mesh sizes.

E (MPa) ν σy (MPa) K (MPa) n S0 (MPa) b
70000 0.33 0 604 0.3235 2.25 1

Table 1: Material parameters for AA5052 [43, 44].

4.1.1. Influence of domain size

In the present framework, a large domain is used to simulate an infinite matrix. To verify that this size
is big enough, three simulations are run with square domains of sizes 1 × 1 mm2, 5 × 5 mm2 and 10 × 10
mm2. At 20% of elongation of the domain, the total volume of the void phase V∅ is computed to quantify
the influence of domain size on void growth. Regarding its influence on void coalescence prediction, the
accumulated plastic strain ε is measured at the center of the RVE, which is located exactly between the two
voids. As observed in [40], the coalescence crack is to go through this point. Void phase viscosities are fixed
at η∅ = 1 MPa s and χ∅ = 10−1 MPa s (see following section). The results are presented in Tab. 2, where
the notation E(X) is used to represent the relative error in variable X with respect to the value found for
the same variable using the larger domain.

RVE size (mm2) V∅ (µm2) E(V∅) ε E(ε)
1× 1 492 3.93% 0.710964 1.26%
5× 5 478 0.99% 0.703354 0.18%

10× 10 473 0.702125

Table 2: Numerical validation results regarding the influence of domain size.

The results illustrate that convergence is obtained both in terms of total void volume evolution and local
strains. Though the errors obtained for a domain of intermediary size seem acceptable, they may increase
for simulations with more complex void configurations. Hence, the larger domain is chosen for the all the
following simulations.
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4.1.2. Influence of void rheology

Two material parameters were presented for the modeling of the compressible Newtonian behavior of the
void phase: the dynamic viscosity η∅ and the bulk viscosity χ∅. A sensibility analysis was already conducted
in [14] regarding only the dynamic viscosity. In this section, this analysis is completed by including the bulk
viscosity, and also by the measurement of the local strains. The results are presented in Tab. 3, using the
same notations as in 4.1.1.

η∅ (MPa s) χ∅ (MPa s) V∅ (µm2) E(V∅) ε E(ε)

1 10−1 477.64 0.06% 0.702689 0.34%
10−2 10−3 477.94 0.705071

Table 3: Numerical validation results regarding the influence of void rheology.

Here only two sets of values are reported since no significant difference can be seen compared to the high ratio
between viscosities. Due to the high discontinuities in stress/strain relations at the void/matrix interface,
it is preferable to choose values as high as possible for the viscosities of the void phase to ease mechanical
resolutions. Therefore, the first set of values is chosen for all following simulations.

4.1.3. Influence of mesh size

To study the influence of the meshing strategy on void growth and coalescence modeling, it is sufficient to
only vary the characteristic mesh sizes in the regions where adaptive remeshing is used, which correspond
to the first half of 9(c). Starting from the set of reference mesh sizes h, two new sets h × 2 and h/2 are
built by respectively multiplying and dividing all the metric parameters by 2 in these regions (the metric
itself is hence multiplied and divided by 22). To also consider the influence of the volume of the nuclei
inserted at the onset of void coalescence, the threshold Dc is set at 0.5 and void coalescence is triggered
when predicted. The thickness of the void coalescence crack ξ is also multiplied and divided by 2 depending
on the configuration. Here particular attention is given to the instant at which coalescence is predicted.
Hence, the elongation at coalescence l is reported in Tab. 4 together with the void volume at 30% of domain
elongation for the three simulations.

Mesh size V∅ (µm2) E(V∅) l E(l)
h× 2 2494 0.64% 13.33% 1.91%
h 2516 1.51% 13.12% 0.31%
h/2 2478 13.08%

Table 4: Numerical validation results regarding the influence of mesh size.
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Figure 10: Void volume evolution for the three different sets of mesh sizes.

As shown in Tab. 4 and also in Fig. 10, the artificial volume of void inserted for the modeling of void
coalescence is negligible compared to the volume gained by pure void growth. Regarding the void coalescence
criteria, the results are consistent in terms of prediction of the onset and also in terms of prediction of the
position and shape of the coalescence crack, as shown in Fig. 11(a). The important differences obtained in
terms of void volume between the configurations are due to a better conservation of some sharp corners of
the matrix depending on the used mesh, as presented in Fig. 11(b,d). Using the finest mesh, these portions
of the matrix are accurately conserved through the simulation, while they are not captured with coarser
meshes, thus the bigger void volume. For a better control of these anomalies, the variation of volume for each
phase (void and matrix) should be quantified and reduced as much as possible during interface remeshing.
Nevertheless, these simulations demonstrate the ability of the new body-fitted remesher to capture new
interfaces on-the-fly during the simulation, with various remeshing configurations.
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(a) (b)

(c) (d)

h h / 2

h × 2

Figure 11: Shapes of the inserted nuclei at the respective onsets of void coalescence (a,b), and at 14% of domain elongation
(c,d), for the three remeshing configurations.

4.1.4. Influence of time step

Based on the methodology used to solve the continuum mechanics equations and the nature of the void
coalescence criteria, convergence is expected with a finer time step. For validation, three simulations are
run with the time step ∆t used so far, a time step ∆t/2 two times smaller and a time step ∆t/10 ten times
smaller. In order to also verify that repetitive remeshing does not produce excessive diffusion, remeshing
is activated every ten iterations for the three simulations (hence there is more remeshing with a finer time
step). As in 4.1.3, void coalescence is activated and the void volume at 20% of domain elongation is reported
in Tab. 5 together with the elongation at the onset of coalescence.
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Time step V∅ (µm2) E(V∅) l E(l)
∆t 905.60 2.24% 13.12% 1.93%

∆/2 903.22 1.97% 13.20% 1.33%
∆t/10 885.78 13.38%

Table 5: Numerical validation results regarding the influence of time step.

No significant dependency on the time step can be observed in the results. On the one hand, the reference
time step ∆t is already so small that reducing it does not produce significant differences in the results. On
the other hand, increasing this time step leads to a divergence of the nonlinear solver because the plastic
strain increment becomes too important at some points when coalescence occurs. Thus, this time step will
be kept for all following simulations.

4.2. Applications

4.2.1. Influence of relative void positioning

In the following, the terms void orientation and relative positioning are indifferently used to describe the angle
between the alignment direction of two circular voids and the loading direction. Depending on this angle,
three modes of void coalescence are reported in the literature [13]: internal necking, shear coalescence and
necklace coalescence. Shear coalescence is the phenomenon observed in the preceding simulations: plasticity
localizes in a shear band between the two voids oriented at 45◦ with respect to the loading direction, and
coalescence occurs by failure of the matrix along this band. Internal necking is the most observed form of
void coalescence: for two voids placed at 90◦ with respect to loading direction, necking in the inter-void
ligament leads also to plastic localization and to the apparition of a fracture plane perpendicular to the
loading direction [40]. Necklace coalescence is a rare phenomenon that occurs when two voids are oriented
along the loading direction. Until the onset of void coalescence the two voids grow towards each other, and
a localization band appears between them. In this case, coalescence is often named void collapse, since at a
critical instant, the two voids collapse into each other.
The following simulations test these three orientations using the present prediction criterion and modeling of
void coalescence. In the three configurations, the voids have same radius and the distance between the centers
is identical. The reference geometry is the one already used in 4.1, and the loading is also identical. The
resulting void volume evolution curves are described in Fig. 12. The elongation at the onset of coalescence is
of 10.74% for the 90◦ configuration (against 13.12% for the 45◦ configuration). These results are consistent
with experimental observations made in [40]: ”the sample with the holes oriented at 45◦ is more ductile
compared to those with the holes aligned at 90◦”. The shapes of the coalescence cracks are detailed on
the same figure. They are consistent with the definitions given above regarding internal necking and shear
coalescence. In the present modeling, the damage model is directly linked to plastic localization. Therefore,
a correct prediction of the coalescence crack simply means that the plastic localization band was represented
accurately enough. Such result is obtained thanks to the fact that the remeshing strategy takes the plastic
strain rate into account. The rule that consists in checking that the coalescence criterion is verified on the
whole localization band before triggering void coalescence is also crucial in order to have a coalescence crack
included in this band.

18



0

1 000

2 000

3 000

4 000

5 000

6 000

7 000

0% 5% 10% 15% 20% 25% 30%

V
o
id

 v
o
lu

m
e 

(μ
m

²)
 

Domain elongation 

Orientation 0°

Orientation 45°

Orientation 90°

 

Figure 12: Void volume evolution for the three void orientations, and void shapes at 15% and 20% of domain elongation.

Regarding the configuration with voids aligned at 0◦, no coalescence is predicted, which makes this config-
uration way more ductile than the two others. Pursuing the simulation to larger strain (45%) reveals void
growth in a diamond shape for both voids, still without any coalescence. This can be incriminated to the
circular shape of the voids in the initial geometry. For necklace coalescence to occur, the voids need to be
elongated in the loading direction. This will be investigated further in the following tests, which address
multiple voids configurations.

4.2.2. Influence of void arrangement

The main advantage of the present framework is its applicability to random void clusters, and also to real
void configurations. In the preceding section, void orientation was proved to have a major role on ductility.
In this section, a larger number of voids are considered, and several periodic and random arrangements are
tested to investigate the differences in ductility, and also on the propagation of local coalescence phenomena
from one pair of voids to the others. Hence, the voids will always be circular with a unique radius of 5 µm.

Periodic arrangements. The two tested periodic arrangements contain respectively 36 and 38 voids oriented
at 90◦ and 45◦. The spacing between void centers is constant and fixed at 37 µm. In Fig. 13, it can be
observed that coalescence starts at the voids located at the top or the bottom of the microstructure and then
propagates in a direction which is overall perpendicular to the loading direction. This propagation relaxes
the stresses in the center of the RVE, where no coalescence is predicted. Domain elongation is of 11.48%
at the onset of coalescence for the 90◦ configuration and 13.50% for the 45◦ configuration, as illustrated re-
spectively in Fig. 13(b,c) and Fig. 13(f,g). The strong coupling algorithm presented in Fig. 8 plays a major
role here since at some instants multiple coalescence cracks appear at the same time iteration. Additionally,
these two simulations with arrays of holes give results which are consistent with the results obtained using
only two voids, both in terms of ductility and mode of void coalescence.
However, they differ from results obtained using unit cell calculations in the literature and also from ex-
perimental observations. In a unit cell calculation, all voids would have coalesced identically, for example
along an infinite repetition of straight horizontal lines for the 90◦ configuration. Regarding the experiments
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performed in [40], a unique coalescence band was obtained (no periodicity), that crossed the RVE from left
to right for the 90◦ configuration, and from top left to bottom right for the 45◦ configuration. Here, the
RVE is included in an infinite non-softening matrix, and this approach matches neither unit cell calculations
nor experiments. This is evidenced by the fact that for both configurations presented in Fig. 13, coalescence
occurs only at the top and bottom voids of the arrangement. More particularly, the damage variable at
the pre-coalescence instants pictured in Fig. 13(b) and Fig. 13(f) is already different for these ”extreme”
holes. Isolating these holes, it appears that opposed to the holes located in the center of the arrangement,
they are trapped between a rigid matrix and a softening material composed of a matrix and holes. This
heterogeneity locally increases plasticity and the stress state imposed to the RVE drifts from the periodic
case, and is closer to the experimental one. It does not exactly match the experimental conditions because
the full 3D specimen is not modeled. These limitations are to be investigated in the future. Regarding
the influence of void clusters, it can still be studied, keeping in mind that void growth and coalescence are
overestimated for voids located at RVE boundaries.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 13: Ductile fracture prediction for the 90◦ (top) and the 45◦ (bottom) void arrays: (a,e) RVEs at the respective onsets
of void coalescence, (b,f) arrangements just before and, (c,g), at the respective onsets of void coalescence, and (d,h) at 15% of
domain elongation. Voids are not represented (white holes) and the color scale is based on the damage variable.

Random arrangements. Five random arrangements are generated using a Gaussian distribution of mean
20 µm and standard deviation 10 µm. The number of voids, and hence the initial void volume in the RVE,
is constant and fixed at 38 voids. The initial configurations and the obtained results during loading are
presented in Fig. 14. Clearly, these microstructures are composed of void clusters of various sizes. Though
coalescence is likely to occur where voids are close to each other and oriented perpendicular to the loading
direction (as observed in the preceding section), it propagates in priority to voids of the same cluster. This
can clearly be seen at the lower left corner of arrangement 0 at 7.5% of elongation. Then, coalescence can
propagate to isolated voids or between clusters, as observed for the same arrangement at 12.5% and 17.5%
of elongation.
Orientation still plays a major role here. In arrangement 1, a cluster of numerous voids located close to
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each other can be seen on the left of the microstructure, but no coalescence occurs in that cluster due to
the vertical alignment. This is also observed in arrangement 3. On the contrary, arrangement 2 seems
less ductile due to horizontal alignment. This can be already observed at 7.5% of elongation, where this
arrangement has the larger void volume compared to the other configurations.
Ductility is further described in Fig. 15 which shows void volume evolution for the five arrangements.
The curves confirm that arrangement 2 is less ductile and is subject to coalescence earlier than other
arrangements. Regarding the most ductile arrangements 1 and 3, the effects of void clustering can be seen
at large strain. While coalescence propagation is difficult in arrangement 1 for the reasons mentioned above,
small clusters of voids located really close to each other maintain void interaction in arrangement 3. That is
the reason why void volume increase is more important for arrangement 3 in Fig. 15. Though the inter-void
distance was higher for the two periodic configurations, their void volume evolution curves are reported on
the same figure for comparison. Both periodic configurations are more ductile, which is due to the higher
inter-void distance. Regarding void coalescence, the fact that it occurs earlier for random arrangements
is mostly due to the presence of void clusters, where coalescence is premature because of lower inter-void
distance.
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Ar. 0

Ar. 1

Ar. 2

Ar. 3

Ar. 4

0.0% 7.5% 12.5% 17.5%
Figure 14: Mechanical states of the five random void arrangements at various domain elongations. The mesh inside the voids
is only represented in the first picture of each line. On the other pictures, the colors represent the Lemaitre damage field with
the same scale as in Fig. 13.
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Figure 15: Void volume evolution for the two periodic void configurations and the five random void arrangements.

4.2.3. Influence of stress state

The influence of stress state on void growth has been repetitively studied in literature. Defining the triaxiality
ratio as T = tr(σ)/σ0, it is well known that a higher triaxiality favors void growth and coalescence [45]. The
aim of the present simulations is to observe this effect after the onset of void coalescence. At the upper and
lower boundaries, velocity is imposed only in the vertical direction, the other velocity component being free.
On lateral boundaries, a homogeneous normal stress is imposed and the triaxiality is measured. To perform
this measure, simulations are carried out until 25% of domain elongation without any microstructure and the
obtained stress state is hence homogeneous in the RVE, though it varies during loading. The configurations
are: T0 = 0.57 → 0.58 (plane strain uniaxial tension), with a normal stress of 0 MPa, T− = −0.15 → 0.32,
with a normal stress of −100 MPa, and T+ = 1.32→ 0.84, with a normal stress of 100 MPa. The variations
are due to the fact that the applied normal stresses remain constant during loading, while they should vary
to keep the triaxiality constant. This is not an issue here as long as the obtained triaxiality ranges do not
overlap. The microstructure used for these tests is the arrangement 4 of the preceding section.
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Figure 16: Void volume evolution for the three different stress states: uniaxial tension T0, low triaxiality T−, and high triaxiality
T+.

The increase of void growth can be clearly observed in Fig. 16. Regarding the onset of void coalescence,
it is at 7.21% for T0, 15.89% for T−, and 2.67% for T+. After this onset, coalescence propagates faster
at high triaxiality, which is in agreement with the literature. An interesting result here is that due to
higher necking in the horizontal direction at lower triaxiality, the void shape is different. The void shape
at the onset of coalescence is obviously also influenced by the fact that this onset is delayed at lower stress
triaxiality. Therefore, void coalescence propagation is also influenced in shape, and the propagation path
may be different depending on triaxiality. This is illustrated in Fig. 17.
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(a) (b)

(c)

Figure 17: Comparison between the void shape at 12.5% of domain elongation for high stress triaxiality (a), and the void shape
at 25% of domain elongation for uniaxial tension (b,c).

These results reveal the importance of finite element analysis not only until the onset of void coalescence,
but also after. Another conclusion that can be raised with these results, and more particularly regarding
the study of random void arrangements, is that it is important to bring finite element analysis closer to real
microstructures and real conditions. If these results and this work are first steps towards such end, then
the following step would obviously be 3D computations. For this purpose, some measures of computational
costs are summarized in Tab. 6.

Simulation Reference case (two voids at 45◦) Random Ar. 0 Random Ar. 4
Number of elements 50000-150000 150000-360000 150000-350000
Number of cores 16 64 64
Computation time (h) 10 59 37
Mechanical resolution time (%) 64 37 61
Coalescence criterion time (%) 1 45 12
Remeshing time (%) 1 1 1
LS reinitialization time (%) 1 3 4
Output/post-process time (%) 33 14 22

Table 6: Mesh statistics and computation times for some simulations.

The simulations were performed on a cluster of HP Proliant nodes with a 2.3 GHz AMD Opteron 16-core
processor and 32 GB RAM. Note that since data outputting/post-processing was performed systematically
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here (at each iteration) for the purpose of numerical investigation, the cost of these operations is over-
estimated. It is clear that remeshing and LS reinitialization are not costly at all, at least in 2D. Some
further work on remeshing could be investigated, for example to increase even more mesh quality and reduce
mechanical resolution time, which is the largest contribution to total computation time. Regarding the
coalescence criterion, its implementation could be optimized, for example by applying the space partitioning
technique used in [34] for LS reinitialization. Finally, increasing the time step could reduce the total
computation time without having too much impact on accuracy, as shown in section 4.1.4. Further study of
the issue encountered in section 4.1.3 could also enable important computation time reduction through mesh
coarsening. Indeed, the mesh illustrated in 17(c) seems too fine and not reasonable for 3D computations.

5. Conclusion

In this paper, a new body-fitted meshing and remeshing methodology has been presented for immersed
volume applications. While the present paper focuses on ductile fracture and void coalescence in a two
phase material (matrix and void), the proposed remeshing method has a wide range of potential applica-
tions such as the modeling of fluid/structure interactions. Another application is obviously the simulation of
void nucleation, where matrix/inclusion interfaces would be meshed accurately initially to predict interface
debonding or inclusion fracture, and then remeshed after the occurrence of such events. The method itself
requires some improvements regarding volume conservation in order to prevent any mesh dependency of the
solution. Nevertheless, the results have proved the ability of the new tool, Fitz, to capture new interfaces
on-the-fly during the simulation and to maintain a good simplex quality at high deformations, especially
close to interfaces.
Regarding void coalescence, this immersed volume framework has been the basis for a complete mechanical
modeling. This modeling includes nonlinear material behavior and also a damage and void coalescence
model. After numerical validation, the framework has been applied to the analysis of two main topics: void
arrangement and stress state effects. The definition of the RVE and the boundary conditions were partic-
ular, and for future works it seems important to bring the simulation set-up closer to what is done in the
rest of the literature. Yet, interesting results were obtained and proved an important influence of relative
void positioning and clustering on the overall ductility of a microstructure. Regarding stress state effects,
it was shown that increasing the triaxiality accelerates void growth and void coalescence, and changes its
propagation path.
The proposed method also opens new opportunities, as it can be applied to random and hence real mi-
crostructures. An interesting study would be to compare simulation results with experiments by retrieving
accurate boundary conditions using DVC and applying them to the real microstructures. Before considering
such simulations, it is essential to verify the applicability of the present framework to 3D situations. Though
the presented numerical methods and models do not theoretically present any such limitation, quantification
of computational costs seems unavoidable for practical use.
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