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ABSTRACT 

The work presented in this paper concerns automatic 
information retrieval and extraction in precise field of 
electronics based on linguistic knowledge. The extraction 
and the filtering of data is carried out automatically by 
methods based on the construction of local grammar. To 
carry out an automatic search for the events in the corpus, 
a linguistic base, for example the base of the graphs, was 
created. A comparison of methods is given. 
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1.  Introduction 
 
The field of study presented in this paper is the filtering 
and extraction of information. The extraction of 
information consists in the identification of quite precise 
information in a text in natural language and its 
representation in a structured form [1]. It consists of 
information retrieval, which aims at finding a group of 
relevant documents to the query in a corpus [2]. 
The filtering and extraction requires lexicons and 
specialized grammar. The development of such resources 
is a long and tiresome task, which generally requires an 
expertise on the field approached and a knowledge in 
data-processing linguistics like techniques of filtering, 
categorization of documents and extraction of 
information. 
Systems of text comprehension, for the majority, have 
been designed as generic comprehension systems, but 
they appear unlikely to be used in real applications. 
Comprehension is seen as a transduction which 
transforms a linear structure, i.e. text (the linear structure) 
is transformed into an intermediate logico-conceptual 
representation, which is then used to make conclusions. In 
our case the conclusions are the question answers.  
To understand the meaning of the text, it is necessary to 
carry out syntactic and the semantic analysis. Syntactic 
analysis is the largest task due to ambiguities. The 

semantic analysis aims to produce a structure representing 
as accurately as possible, an unit of the sentence, with its 
meanings and its complexity; then it has to integrate all 
structures into a single textual structure. At the end, we 
obtain a logico-conceptual representation of the text. The 
semantic representation varies from one system to 
another. We end up, in the system "Core Language 
Engine", with forms known as logically inspired partly by 
the grammar of Montague [3]. In the system "Kalipsos", 
the semantic representation is carried out by the 
conceptual graphs [4] whereas in the system "Acord", we 
end up with structures of discursive representation [5]. 
The semantico-conceptual structures can be more or less 
broad, rich and complex and more or less ambiguous. The 
adaptation of these systems poses the traditional problem 
of the re-use of the systems and the bases of knowledge 
which they integrate. The adaptation of a new task to a 
new field requires the rebuilding of a great part of the 
knowledge bases, particularly in the semantic lexicon. 
The objective of our work is the automatic extraction of 
the information concerning electronic field, from any text 
according to user query. Our method uses linguistic rules 
for automatic data analysis and extraction. It is evident, 
that this linguistic rule depends of the selected language. 
Our work is done now only for the Polish language. We 
use Unitex as a corpus analyzer. 
 
 

2.  Previous Work 
 
The relative failure of the generic systems comprehension 
is well-known today. It should however be recalled that 
these systems resulting from work of automatic treatment 
of the languages of years 1980 really made it possible to 
explore this generic approach of the comprehension of 
text. Researchers are trying to develop relatively complete 
syntax and semantics dictionaries.  
This pushed large numbers of researchers to describe the 
natural languages in the same way as formal languages. 
Maurice Gross [6] undertook with his team of the LADL1 
the exhaustive examination of simple sentences of French, 
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in order to have reliable and quantified data on which it 
would be possible to make rigorous scientific 
experiments. For that, each verb was studied in a way as 
to test if it responded or not to syntactic properties like the 
fact of admitting a noun clause in a  position subject. 6000 
verbs were examined using approximately 300 properties. 
The result is that for 6000 verbs, we have approximately 
15000 different uses and syntactic behaviour. It is 
obviously realized that French can’t be described with 
general rules: the same situation applies to all the other 
languages include Polish. The results of this study were 
coded in matrix called lexicon-grammar tables. These 
tables show a precise description of the syntactic 
behaviour of each verb of French. The objective is to use 
all the resources of the lexicon-grammar tables to obtain a 
system able to analyze any structure of simple sentences. 
The minimal unit of direction, according to Maurice 
Gross, is the sentence, and not the word. The principle is 
thus to study the transformations of the simple sentences. 
The simple sentences were indexed by their verbs. For a 
verb we can have several different uses. Syntactic 
properties allow to distinguish the uses of a verb. Each 
verb has a unique characteristic so there are not two verbs 
having exactly the same syntactic behaviour. Thus we 
can’t formulate general rules to explain any language. 
To exploit the linguistic knowledge an application Unitex2 
was created at LADL by Mr. Sebastien Paumier under the 
direction of Mr. Maurice Gross. The application is based 
on linguistic tools like AGLAE [7] and INTEX [8]. 
Unitex [9], [10] is an environment of enhancement used 
to build formalized descriptions to broad coverage of the 
natural languages and apply them as texts of important 
size in real time. Descriptions of the natural languages are 
formalized as numeric dictionaries, grammars represented 
by graphs and lexicon-grammars. Unitex makes it 
possible to treat in real time the texts of several mega-
bytes for the indexing of morpho-syntactic reasons, the 
search for set phrases or semi-fixed phrases, the 
production of agreements and the statistical study of the 
results. 
 
2.1 Linguistic resource. 
 
The linguistic resource to achieve the information 
retrieval and extraction  are as follows:   

• Dictionaries 

• Networks of the recursive transitions (local grammar) 

• Tables of lexicon-grammar 
 

2.1.1 Dictionaries 
 
The digital dictionaries employed by Unitex use 
formalism of DELA3. Numeric dictionaries describe both 
the simple words and the complex words of a language. 
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3 Dictionaries Electronic of the LADL 

Dictionaries associate the word with a lemma and a series 
of grammatical, semantical and inflexional codes. 
 
2.1.2 Networks of recursive transitions (local grammar) 
 
Grammar is a representation of linguistic phenomena by 
recursive transitions (RTN), a formalism close to that of 
the finite state automaton. Many studies have highlighted 
the adequacy of automats on linguistic problems. A 
transducer with a finite number of states is a graph which 
represents a whole of entry sequences, and associates 
sequences produced as an output. Generally a grammar 
represents sequences of words and produces linguistic 
information like the information on the syntactic 
structure. 
A local grammar [6] is an automaton representation of the 
linguistic structures witch is difficult to formalize in 
lexicon-grammar tables or numeric dictionaries. The local 
grammars, represented in the forms of graphs, describe 
elements which concern the same syntactic or semantic 
field. The linguistic descriptions grouped together in the 
form of local grammars are used for a large variety of 
automatic processes applied to the text. Thus various 
methods of lexical clarification were developed to 
implement grammatical constraints described before using 
this type of graph. 
The corpora of text are represented by automats, in which 
each state corresponds to a lexical analysis. The linguistic 
phenomena are represented by local grammar, and are 
then translated into finite state automaton in order to be 
easily confronted with the corpora of text [11]. 
 
2.1.3 Tables of lexicon-grammar 
 
Tables of lexicon-grammar are matrixes that outline the 
properties of all the simple verbs which are described by 
syntactic properties. Each word having an almost unique 
behavior, the tables give the grammar of each element of 
the lexicon, which is why they are called lexicon-
grammar tables. With Unitex we can build grammar from 
such tables. The lexicon-grammar is a systematic 
description of the syntactic and semantic properties of the 
syntactic functors of French that is predicative verbs, 
nouns and adjectives. It is organized in groups of tables, 
which are associated with the syntactic category like full 
verbs, verbs supports, names, etc... A table corresponds to 
a particular syntactic construction and gathers all the 
words entering this construction. Currently lexicon-
grammar is especially developed for the verbs and the 
predicative phrases. This lexicon currently contains 
15.000 entries of simple verbs. Moreover, 25.000 
predicative phrases were described, and 20.000 phrases 
built with etre (en: to be) or avoir (en: to have) [12][13]. 
 
 

3.  Our Approach 
 
In the preceding chapter, we presented the possibility of 
carrying out an effective search in any text using 



linguistic knowledge. In the Unitex application, we can 
seek the correspondences by using graphs, the dictionaries 
and grammars. To find the correspondence with the 
request that user wishes to apply, he is obliged to build 
the graphs by himself. To build graphs, a knowledge of 
the linguistic bases is necessary. To facility the search 
task we improved the application so that research is 
automatically created. 
In an automatic research, the user has to choose only the 
corpus he wants to parse as well as the request with the 
required words. Automatic research is carried out for a 
quite precise field. The field considered is electronics for 

which we generated a base of graphs. 

 

3.1 Graph based system for automatic retrieval and 
extraction  
 

To use the analyzer Unitex with a new language, a 
procedure for processing is obligatory. It is necessary to 
specify the alphabet, the dictionary, the graphs, and  the 
corpus,. It might be possible that we observe the 
grammatical rules to have the inflected terms of canonical 
forms of the dictionary. One of our task was to add the 
Polish language to Unitex application.  To perform the 
automatic search and to add Polish language the following 
steps are necessary: 

• integration of the Polish language in the Unitex 
software 

• adaptation of the dictionary to cover the maximum 
number of the words of the field considered 

• creation of the graphs able to seek the most 
interesting events 

To be able to seek in the text the occurrences of the words 
requested by the user, we proceed in the following way:  

• choice of the various parameters to carry out a 
research via the user interface. These parameters are: 
the input of the text, the choice of the method of 
research and the request 

•  to find the corresponding graph starting from the 
request of the user. Two different methods enable us 
to establish a link between graphs  and user requests  

• creation of the graphs corresponding to the request if, 
for the request, no graph of the base is appropriate 

• generation of   results. 

For the words of the dictionary belonging to the field 
considered, the correspondences with the graphs are 
carried out by the semantic classes. For that, a division of 
the field was obligatory. The semantic classes allow the 
possibility of binding the graphs with the user requests. 
We divided the electronic field into several parts. All the 
fields are represented in the form of a tree. This 
construction can be visualized on figure 1. For each 
branch, we associate a semantic class. One word can 
belong to several semantic classes, as for example a 

photodiode is an optoelectronic component, but has 
however the characteristics of a diode which is located in 
the category of the semiconductors. We created the base 
of the graphs using the tree structure. 
 

 
Figure 1 - Parts of electronic field 

 
When the categorization of the field is done, we can 
associate the semantic classes with the graph. It is 
possible that one word has several semantic classes. 
Figure 2 presents the example of a simple graph for a 
diode category:  
 
Electronics � analogical � semiconductor components 
� diode.  
 

Figure 2  - Example of graph for the “diode” term. 
 
In the graph, we have all the possible synonyms of each 
word, all the elements having similar parameters, the 
components which form the same family, etc... One graph 
can also call another graph. 
The application associates the graphs with the request 
words. Unfortunately, it is not possible to cover the whole 
field of electronic with the graphs, even if we can note 
that this field is relatively "closed". In this case, we have 
the possibility to generate the graph, starting directly from 
the user request. The generation of this graph is very 
simple and far from being ideal. For this reason the use of 
a graph base is recommended. If any graph isn’t found, 
we use the automatic generation of a graph. This method 



consists in finding all the words requested by the user 
which are in the dictionaries covering the words of the 
field. After finding the words of a field, the algorithm 
creates the graph. We will take care only of the words 
which depend on the electronic field. We suggest that 
these words are more interesting for the user. Here is a 
simple example to clarify the idea:  
 
The request of the user: 

When electric and magnetic waves are at 90 degrees to 
each other, if I rotate the source of the waves by 90 
degrees, would electric and magnetic waves interfere 
each other?  
 

 

 

 

 

 

 

 

Figure 3   - Example of graph generated 

 

If there is no graph for the magnetic waves the only words 
which will be taken into account are the words from 
electronic field. In this case, the graph will be as shown 
on figure 3. 

 
3.2 Finding the corresponding graph. 
 
We present three different methods to establish a link 
between the graph and user request. 
  
3.2.1 Method of the semantic classes. 
 
In the method of semantic classes we have 
correspondences between graphs and key words on the 
one hand, and entries of the dictionary and key words on 
the other hand; starting from the words of the request, we 
select the corresponding key words and then the graphs. 
Key words are called semantic classes. Searching process 
is presented of figure 4.  
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Figure 4 - Method of the semantic classes 

We take all the dictionaries used for the current language. 
For each word from the request of the user, we parse all 
the dictionaries to find the dependent semantic classes 
attached to the required word. By the association of the 
graphs with the semantic classes we recover the graphs 
which were selected, to find information concerning the 
request. The correspondence enters the graphs and 
semantic classes are as follows: 
< name of the semantic class 1>  < names of the graphs> 
<name of the semantic class 2>  < names of the graphs>. 
We outline research in the corpus by using the graphs 
selected.  
At the end of the procedure we obtain all the events found 
in the corpus chosen with the selected graphs of the base 
of graph. We hope to find good results given the 
construction of the graph base. To have satisfactory 
results, we must have the most complete and detailed 
graph base. The dictionary must contain the semantic 
classes detailed for all the words of the field. 
 
3.2.2 Direct method. 
 
In the direct method starting from the text of the request, 
we select the graphs by the intermediary of the lemmas or 
the inflected terms. If a word of the request has the same 
lemma or the same inflected term as a word in one of the 
graphs, we select this graph as the suitable graph for the 
analysis of the corpus. We don’t take into account all the 
words of the request but only the words of the field. 
Searching is carried out in the following way [Fig 5]. 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 - Direct method 

 
First we take the dictionary of the words corresponding to 
the electronic field. For each word of the request we parse 
this dictionary to find its lemma like all the inflected 
terms. We seek in all the graphs having the forms found 
previously - the lemma or the inflected terms. When the 
form is found, we take the graph as the adequate graph for 
research. We outline research in the corpus by using the 
graphs selected.  
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3.3 The automatic construction of the graphs 
 
The third method consists in the recreation of graphs 
starting directly from the user’s request. This method is 
recommended if no graph corresponds to the user request. 
We can’t let as a result that no occurrence was found 
other it exists, due to a lack of graphs in our graph base. 
The creation of graph starting from the user’s request 
takes into account only the words of the selected field. We 
supposed that they are the most significant words for 
research. The format of the user’s request is not 
formalized. We must filter them to recover only the 
relevant words compared to the selected field. The 
construction of graphs consists in finding the lemma of all 
the words of the request which are in the dictionary of the 
field. The searching process is presented of figure 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 - Automatic constructions of the graphs 

 
We take the dictionary of the words corresponding to the 
electronic field. For each word of the request we parse 
this dictionary to find the lemma. We added all lemmas 
found in the graph. We carried out searches in the corpus 
by using the graph created; search is thus carried out on 
all the lemmas, like all their inflected terms. 

 
3.4 The system output  
 
Figure 7 presents the results obtained by method of the 
semantic classes. An example of the text treatment with 
the user’s request in the Polish language: jakie sa rodzaje 
tranzystorow (en: types of transistors exist). 
 
 

4. Results 
 
We carried out tests of each implemented method. It 
should be specified that the methods suggested are 
difficult to test, because there doesn’t exist standard tests 
to be able to describe their exact performance. For that, 
we were interested in two parameters, which are: 
 

• recall 

• precision. 
According to the tests on the two first methods applied 
(the methods which carry out the agreements between the 
request of user and the base of the graphs), we can notice 
that the research of the graphs directly from the user’s 
request gives satisfactory results. I.e., that is, it is always 
possible to find the graph if the graph exists – for both 
methods - and if for the first method the key words 
(semantic classes) are present. Even if both research 
methods give satisfactory results, they are far from being 
complete and they lack precise details, because according 
to the results of the research, too many occurrences are 
found in the corpus, some of which are not interesting 
from the user’s request view.  
In our tests we used the corpus from the electronic field 
like for example the press release. For the requests from 
users, we used the questions asked in public groups of the 
domain. These tests have allowed us to improve our graph 
base. On the other hand, it is necessary to specify that 
with our methods, we often find nonpermanent graphs or 
many graphs not detailed enough. We also noticed that 
the field is much broader than we had imagined 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 - Example of results 

 
The various tests we carried out allowed us to:  

• to increase the graph base while trying to have the 
most precise graphs 

• to add semantic classes 

• to increase the dictionary of the field 

In spite of these improvements we made, we are still far 
from the ideal case. According to our  tests results , and 
since it is necessary to start from the principle that more 
complex and complicated graphs are needed, we noticed 
that the method of the semantic classes gives better results 
that the direct method. Indeed, in the direct method, we 
can’t benefit from a more enlarging complexity of the 
graphs, that is that by directly scanning for key words in 
the graphs we don’t have the possibility to take into 
account the format of the graph, therefore often, the graph 
found is not permanent whereas in the first method this 
problem is regulated by the use of semantic classes. 
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The precision found in the corpus falls with the increase 
of the number of nonpermanent graphs used for search. 
However, we specified in the preceding chapter, that we 
based ourselves on the idea to find all the probable events 
and it is left to the user to carry out filtering. 
Our research of the occurrences directly from the user’s 
request gives satisfactory results despite the disadvantages 
mentioned above. We will extract information depending 
on the request, such as for example synonyms, electronics 
components of the same family or electronics components 
having the same parameters.  
The results given by the method consisting in the creation 
of the graph directly from the request are easy to collect. 
We can describe this method as the method of direct 
search of key words by considering all the grammatical 
forms. This is why this method is used only in case where 
our graph base doesn’t contain permanent graphs 
according to user’s request. The results of our tests are 
presented in table 1.  
 
Method Precision Recall 

Semantic 
classes 

70.7% 56.76% 

Direct method 61.16% 
 

55.58% 

Automatic 
construction of 
the graphs 

34.4% 49.04% 

Table 1 - Testes: precision and recall 

 
 

5.  Conclusion 
 
We focused ourselves on the automatic search task of 
information in a corpus, more precisely on the linguistic 
adaptation of the tools for the extraction of information 
concerning a precise field. Our study was made on the 
application "Unitex" since it’s the tool that makes it 
possible to carry out a major search by using grammars, 
tables of lexicon-grammar and dictionaries. Our objective 
was:  

• to adapt the software to work with the Polish 
language 

• to develop linguistic resources to be able to carry out 
our research 

• to add several methods in order to allow an automatic 
research of the occurrences in the corpus starting 
from the user’s request. 

We succeeded in the creation and the integration of three 
new methods: method of semantic classes, direct method 
and automatic construction of the graph  These methods 
make it possible to establish a link between the user’s 
request and the graphs. The graphs latter are used for the 
permanent information retrieval via the question asked by 
the user. The adjustment of the linguistic resources like 
the creation of the graphs or the adaptation of the 
dictionaries was part of our work. We obtained satisfying 
results, but it is necessary to specify that they remain 

several points to improve. The solutions from the 
automatic information retrieval presented in this report 
give an image of the complexity of this field and highlight 
the need for making improvements and especially for 
opening several doors in the domain of research. The 
results obtained could be improved by carrying out a 
major research on comprehension of users’ requests or by 
improving the linguistic resources, as for example the 
graph base. Unfortunately, the possibility of having ideal 
solutions to find that useful information seems to be a 
Utopia. 
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