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ABSTRACT: This paper presents an accuracy assessment oféMadmler Scanning (MLS) point clouds and the
initial results of practical experiments carried @r a custom-built mobile systerio minimise the difficulties of
identification and precise measurement of contoim{s, an approach based on line segments is pedp®se main
aim of this technique is to compare a series ofid®segments extracted from MLS data with thosenfa reference
data set. The lines represent edges found asentemss between the principal planes previouslyefied within the
MLS point cloud. In order to calculate the modifiethusdorff distance, a correspondence-finding élyor
automatically locates similar line segments indidte different data sets: Test and Model. The resatthieved
confirm that the proposed method appears to beteféefor accuracy assessment, especially wheruatialy low
density point clouds. The experiment site for datquisition was located in an urban area richlirbtaldings and
narrow streets. An estimation of the precisionhef nobile system was made using repeated datxofigpasses,
indicating a measurement error value of about Q.3 he absolute accuracy was evaluated by comparistn
a reference point cloud collected by a static lasanning survey. The assessment indicates angavéifference of
less than 0.7 m along two-way street with relagivetobstructed view of the sky.

1. INTRODUCTION

The need for precise spatial data in various agfiios is continually increasing, complemented g growing
number of mobile laser scanning systems (MLS) alségl on the market. This technology is a multi-sesystem
that integrates various navigational, laser scapramd other data acquisition sensors mountedragice moving
platform for acquiring data. The point clouds coléxl by such systems are susceptible to local dmoidalg
deformations. To ensure a high level of confideincmobile laser scanning data for an end-user]idatan of the
measurements made by the system itself is neceslais possible to define several criteria whictoygde
information about the quality of the MLS data sastresolution, accuracy, precision, repeatabilitgampleteness.

1.1 Related Work

A number of methods have been employed in ordeetify the accuracy of measured 3D point clouds Tsk is
challenging, especially in urban canyons, as tearacy of the geo-referenced point cloud is higldgendent on the
GNSS (Global Navigation Satellite Systems) visiitiuring data acquisition. Buildings, trees anldeotstructures
often cause disturbances in satellite visibiityd hence a temporary outage in GNSS signal recepii common
approach to accuracy assessment is to comparedghagsunements with reference values possessing iaipreof at
least an order of magnitude better than the daitaghbeessessed. For this purpose a pair of dataisetsed, one
collected from MLS and the other areference setmfrconventional surveying techniques, a previously
geo-referenced terrestrial laser scanner (TLS)tmbinid, an orthophoto, or an existing city modNgvertheless, the
majority of these methods compare check points thighcorresponding points in the point cloud, chasgch as to
be readily distinguishable in the scene, e.g. tidsef white line markings on the road (Gandwfal., 2008 and
Barberet al., 2008), tips of architectural details (Poreba armll€tte, 2012a), poles, building and curb corners
(Kaartinenet al., 2012), or signs in the form of newly designed 8@yets points (Feng al., 2008). This comparison
approach suffers the uncertainty of whether thatmslected in the point cloud does actually c@oes to the check
point in reference set. The ability to select appiaie points decreases for lower point cloud ngsmhs. However, as
indicated in (Barbeet al., 2008), elevation accuracy is typically easier étedmine than the horizontal one. In this
vein (Ray and Graham, 2008) discuss a method ftifyveorizontal accuracy of LIDAR data by using eadted
feature lines such as pavement markings whichlee adjusted to an orthophoto. The elevation emuay be
computed with the aid of a filtered digital elewatimodel (Kaartinemst al., 2012). Meanwhile (Haalet al., 2008)
report the use of planar surfaces selected semivaiically from an available 3D city model in orderassess the



accuracy of MLS data. In the same context (PorellaGoulette, 2012a) propose to perform a geometaitching
via the ICP (lterative Closest Point) algorithntte MLS point cloud against the corresponding Tighresolution
data. (Mancet al., 2012) suggest performing the accuracy assessnyeappilying the Least Squares 3D (LS3D)
surface matching method to overlapping shapes el@ifom two point clouds.

In this paper we propose an accuracy assessmertagppbased on line segments. Our method minintfses
difficulties of identification of a specific contrpoint. It also allows to measure the quality of $1data in terms of
absolute accuracies as well as to examine the tagbity of the mobile system being used. We prepts use
the Hausdorff metric to measure the similaritywob tsets of edges.

2. METHODOLOGY

The main aim of the method is to compare serigoline segments extracted from MLS data (Testwih those
from a reference data set (Model set) collectedguai Total Station, extracted from TLS surveys l@raatively
obtained from an existing Topographic Data Basaelsegment correspondence is found automatically by
examining the similarity of features. The task bmes more challenging under the assumption thatuheer of line
segments and their length in both data sets isingirfMoreover, some of the feature lines from oaedo not
correspond to any geometric entity from the othex @-igure 1).
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Figure 1 Sample sets of line segments to compatieeasegments from Test database; b) line segrish Model
database; c) Two data sets overlapping each other

The most common method to find the correspondendaeciprocal offset between elements in two data is to
compute the minimal Euclidean distances betweem thunfortunately, this approach is not robust etofay our
applications as it neither takes into account tientation of lines nor distinguishes the partialyerlapping line
segments. Thus, a modified LHD (Line segment HarfsBistance) technique, proposed by (Gao and Leg6§2)
and complemented by (Chen et al., 2003) originafhployed for matching two sets of 2D line segmeeiserated
from logos, was adopted to compare 3D line segméins, the distance between each pair of edgtitwo data
sets is used to build a similarity matrix. Nexe tfistances contained within this matrix are usegrdduce a binary
correspondence matrix by searching for values smé#ian a prescribed threshold. Once the segments leen
assigned, the LHD may be computed in order to mea$ie absolute accuracy of the acquired pointcclmuthe
reproducibility of the MLS data. The resulting vesurepresent not only the accuracy but also thee encountered
during the procedure of edge extraction.

2.1 Hausdor ff Distance

The Hausdorff distance is a shape comparison mefre of the dissimilarity measures frequently usg&eometric
Pattern Matching algorithms. It is a max-min disgrthat has been employed in computer vision fgeaib
recognition, mostly in the 2D case. The main gdahe Hausdorff metric is to determinate how muwio given

objects resemble each other. We denote a set bgarcase letter and an individual element by @ioase letter.
We compare the set T={tt, ... t;} representing a Test database with M z{m, ... m¢} representing a Model
database. The Oriented Hausdorff Distance (OHDnffoto M is defined as:

OHD(T,M) = maxmin d(t,m) Q)
where d(t,m) is a particular metric, most oftenEuelidean distance. Finally the symmetric HauddsetD) distance
is calculated as the maximum of two directed distan (Eq.2), which in fact expresses the degremisinatch

between the two compared objects.

HD(T, M) = max(©OHD(T, M), OHD(M, T)) )



2.2 Similarity matrix

When the Hausdorff metric is considered, a suitalgnition of the d(t, m) referred as the distabedween any
element of sets T and M must be introduced. Thegefo keeping with (Gao and Leung, 2002), we psgpto build

the vector a(t!,m'j) which represents the distance between two linemsats consisting of angle distance

[ ; Il ; ; I T ;
d(t,m;), parallel distancell(t;,m;)and perpendicular distande(t ,m;) . Such a definition uses the following

additional attributes: line orientation and lineifioassociation. Figure 2 shows all the distanqeesydefined to
measure the dissimilarity of 3D line segment pairs.
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Figure 2 Line displacement measures: a) Angle nitgtab) Perpendicular distance; c) Parallel distanc

The angle distance is defined according to thetamuaroposed by (Chest al., 2003) as:

Bt m!)=mingIL,, ILIL,, 1D Bin@(t),m)) 3)

where sin(t] ,m'j) is the sinus of the angle between line directidnis; multiplied by the length of the shorter line

segment. Both parallel and perpendicular distamacesbuilt to quantify the translation needed tgraliwo line
segments. Thus, the parallel distance is the mimirdisplacement required to align either the left points or the
right end points of the line segments (Eq. 42. parallel shifts dijand dl}, are set to zero if one line is within the
range of the other. The perpendicular distands dimply the minimum distance between two pardiltels.

di(t!,m! )= mingdi,, di,) @)

In fact, none of the pairs of lines are exactlyafiat. Every line in the Test data set has its satation where the
midpoint is used as the center of rotation. Thiis,necessary to get the correct orientation lgefomputing parallel
and perpendicular distances. Finally, the distdr&te/een any pair of line segments is:

ot .m) = oo m)) +(dnce m))) + (e ¢ m))) ®)

where W is a non-dimensional weight for angle aistéa chosen experimentally.
On this basis, the similarity matrix of dimensioby g for each possible pair of line segments amongvtlesets is
calculated (Figure 3a).

2.3 Correspondence matrix

A correspondence between two sets of lines is ahited through the analysis of the similarity mattowever,
such computation does not necessarily produce @mare correspondence because of the incompletefidisear
feature extraction, the observed over-segmentgiiohlem or the inconsistency of the direction agwgth of line
segments. The matching of candidate lines may at fasult as a one-to-null, one-to-one, one-to-iplelt
multiple-to-one and even multiple-to-multiple typfcorrespondence, simultaneously.

To locate the corresponding line segments betwees) a threshold value must be found. For this geepve
propose to link each Test line with the nearestesponding line from the Model set. Obviously, é&mery line
segment we can find its most similar feature in akiger set, even if their resulting distance istesignificant.
Starting from this initial correspondence, a thoddlvalue is used to find and reject outlier pas: this purpose, the
distance values linked to the current pairs areeddn ascending order and their successive diftare are computed.



This operation is repeated for newly created listadues. Subsequently, a function for finding tbeal maxima of

a data set is applied to the results of the presvitep as illustrated in Figure 3b (magenta phkg$uming an “a priori

sensibility” for the search function, the first deted peak value denotes the threshold valudJéing this parameter
a correspondence matrix (Cor) is created as:

Cor, ={(i, )0 0?:0(t OT,m} 0 M),d(t,,m)) <3} ©)
i : : First peak
a é 0 * 9 I
i é o i @ 4N O‘ .
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Figure 3 Modified LHD computations steps: a) Simiilamatrix; b) Thresholding — searching for thedbmaxima;
¢) Binary correspondence matrix

The performance and robustness of this approachesssd using a ground-truth. The results are dssiin the
next section.

2.4 Hausdor ff Distance between Sets of 3D Segments

The classical definition of a Hausdorff distancen@ adequate for comparing objects representesb@sof line
segments. Thus, the definition introduced by (Gad keung, 2002) was adapted to be useful for meastine
accuracy of 3D straight line segments originatiranT different sources. It is based on a modifiedeLsegments
Hausdorff Distance (LHD), calculated, in our cas#ely between corresponding line features in t@te.sThe details
of the correspondence matrix (Cor) search step deseribed in the previous section. The Orientedifieal LHD
(OLHD) is defined as:

OLHD (T, M) = 1 ZLmj d(t;,m) 7)

ijDM L mj (1.jcor

where Ly;is the length of line segments of set M, ordered@gr). By taking the weighted average of the line
segment distances, this definition decreases thadtrof outliers, making it more robust. Since l@nlines are more
reliable, the dissimilarity created by a longeelishould more significantly affect the final restiite measure of
accuracy. The definition of symmetric modified LHiom OLHD remains the same as in Equation 2.

3. EXPERIMENTAL RESULTS

Our study focuses on two aspects: determining ates@ccuracy and assessing repeatability (pregisibMLS
point cloud measurements. To minimise problems vatlognition and identification of targets in thé$data, all
cases employed edges corresponding to intersectietvgeen principal planes (representing walls avals)
modelled in both the MLS and the reference poiouds (Poreba and Goulette, 2012b). In order to kcliee
repeatability of the MLS system, overlapping palutuds acquired from passes at different timeswaitid varying
GNSS satellite visibilities were examined. Numerpasmutations such as Coursel-Course2, Courses€deic.
were compared. Meanwhile, the absolute accuracysassnt determined how accurately the point cload w
positioned in a ground-fixed coordinate system.

3.1 Test Site Setup

For the purpose of this study the Stéréopolis Ibileosystem operated by the French National Gedugdpstitute
(IGN) was chosen as the main source of data. T$tesyconfiguration used in our survey is descrihgBaparoditis

et al., 2012). Data acquisitions were made on Februarn2@82. The test site chosen was an area approXxymate
130m x 120m in size, located in Paris near Saitpi€e Square. This area can be characterized byacimhigh
developments, tight urban canyons created by télllings and narrow, mostly one-way streets whé&yevssibility
was limited. Consequently, the test area was cersitas a very difficult acquisition site as iaffected by poor



GNSS receiving conditions. In order to provide aowsate evaluation of the precision of the scansiysiem, data
sets from repeated MLS passes were compared. Fgwskows the acquisition trajectories carriechbthe test site.
A total of 3 independent passes of the Stéréoplotigstem were examined. For the purpose of absaaturacy
assessment, a 3D point cloud was collected frotatesary Leica ScanStation C10 scanner from thliEferent
positions. The test area scanned this way is ddrintEigure 4a by the red dashed circle. The firfdrence point
cloud density was set to 4mm. The data was geoerded to the National Survey Grid (Lambert 93)twia GNNS
stations working in static mode during the TLS asigjons. The absolute accuracy of the referendatpmoud
depends on the GNNS positioning. In this case tbaracy is estimated to be of about 3cm, which igies/a reliable
reference (Figure 4c).

Figure 4 a) Test field and trajectory of the coard® MLS point clouds (colour corresponds to tharses);
¢) TLS point cloud with line segments used as eregfce data

3.1 Repeatability Assessment

Among the collected MLS point cloud data sets,dherlapping ones were chosen and examined (FigyreM all
times the comparison was made in two ways: Tesbddbdel set and Model set to Test set. For eaafibination of
MLS point clouds acquired for one course, a cowagpnce matrix between detected principal edgescveaded,
using the calculated threshold value. Additionalhg Oriented modified LHD (OLHD) was computed. Tl
symmetric modified Hausdorff distance (LHD) reprasgg the quality is marked with an asterisk (*yable 1. The
performance of the proposed automatic correspordénding algorithm was validated against the gibtnuth.
The pairing between the two databases was detedmoreectly with a 99% confidence level. This détetrate was
defined as the result of dividing the sum of catyerejected (True Negative - TN) and correctlyntiied (True
Positive - TP) pairs by the total number of combovas. The accuracy of the applied edge-detectiethod was not
analysed in this study. The weigh W for the distacalculations d(t, m) was set as 10.

Table 1 Results of Repeatability Assessment

Number of Detection rate [%)]
Segments Pairing False False
Data sets o : — OLHD [m]
Test | Model | existing| Negative | Positive
(TP+TN)/(p-q)
setp| setq
Coursel-Course2 36 28 11 0 1 1 P 99.90 99]70.518* | 0.472
Coursel-Course3 36 41 29 2 ? 5 5 99.53 99/58.302* | 0.297
Coursel-Course3 33 32 23 2 ? 2 3 99.62 99/53 0.843370*
Course2-Course3 28 41 12 1 1 2 o 99.Y4 99)74 0.481560*

Table 1 provides a summary of this precision assest The study shows that for urban areas a jwaaid about
0.3 m is achievable, despite the very challengiogdiions for satellite navigation. In fact, the nabprecision
assessment was found when comparing with Courdef, Th order to verify the accuracy of the valabtined, the
calculations were repeated for a new set of MLSeedextracted from the combination of Coursel-C@ur$he
results are consistent which leads to the conaiuisiat the Course2 measurements were most likédgtefl by the
poor quality of the GNNS signal. Low point cloudadjty from this course is also shown by the absoltcuracy
estimation (Table 2).

3.2 Absolute Accuracy Assessment

Table 2 summarises the statistical results obtaiyesbmparing the line segments extracted fronectdd MLS data
against the same line segments from TLS surveysexpected, the absolute accuracy is worse for meamnts



performed along narrow streets and under tightstuwwhere the data is likely burdened by the poalityuof the
GNSS solution. However in other cases, e.g. fosgmsvith relatively open sky visibility and smoathavigation
conditions, the absolute accuracy is of about Q.7he evaluation procedure was the same as faeffeatability
assessment method.

Table 2 Results of Absolute Accuracy Assessment

Number of . o
Segments Pairing False False Detection rate [%]
Data sets L . o OLHD [m]
Test | Model | existing| Negative | Positive
(TP+TN)/(p-q)
setp | setq
Coursel-TLS 36 21 1 1 9 8 99.57 99.61| 0.671* | 0.656
Course2-TLS 28 64 22 2 2] 10 18 99.38 98.88 1.104.257*
Course3-TLS 41 24 2 2 1 9| 99.66 99.54 0.563.657*

* final modified LHD between two line segment sets
4. CONCLUSIONS

In this paper, a method for accuracy assessmemtlds point clouds has been presented. The proposed
correspondence-finding algorithm for selecting tedapairs among two sets of line segments prodcmegincing
results. Nevertheless, an incorrect coupling midlybst obtained in some cases, most often causedidad threshold
value, which depends on the mutual displacememidm1 line segment sets being compared. Consequimtly in
relatively close proximity in one set are pairedhwthe corresponding feature lines in the othemaseheir distance
does not exceed the selected threshold value. Ampae correspondence may be determined in fuetkgeriments
in order to reduce the number of false positivelltssThe use of edges for the purpose of MLS pdimiid quality
assessment appears to be effective and well-saispecially for low density point clouds. Built-upban areas are
a rich source of line features, which can be easilyacted. The performed studies have provedthigatodified
LHD is able to quantify MLS data and provide relabesults. It should be highlighted that the cltad average
distance between two line segments sets reprasentsly the accuracy but also the error incurredrd) the edge
extraction procedure. In future work we plan tdase this component from the final computed accyradue.
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