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Abstract: A group of agents is faced with collective
decisional problems when trying to solve a complex
problem together. The agents must cooperate toieifly
establish which alternative appears to be a coeweni
consensus. The corresponding debate is seen asidgha
process that we propose to analyze and control. Its
dynamics depends on the strategy the agents ahgire t
choices and on the intervention order in the debEbe
influence an agent may have upon the other ones may
appear as a disturbance in the deliberation prosesspt

if it is used to control the debate dynamics.

Keywords: Influence index, argumentation, collective
decision, social network

1. Introduction

This paper deals with the involved dynamics of a
collective decision-making process as soon as apgnas

to solve a common complex problem. The agents have
first to efficiently determine which alternative siube
chosen to solve the problem. This study is limitedhe
binary but common situation where two optiosg are
involved. It is assumed that each agent has amatn

to choose one of both alternativesl which, due to
influence of other agents, may be different frone th
decision of the agent [1]. The agents’ opinions nasy

in time in a group dynamics that obeys to social
influences phenomena [1][2] and to agents’ arguatent
strategies [3-5]. Thus, the agents’ interventiodeo in
the debate clearly determines the group decisidre T
social influence of an agent may then be considascd
disturbance in the deliberation process exceptt ifsi
relevantly used by the debate manager to govern the
discussion.

Collective decision-making in a crisis cell is tgpily
such a dynamical process. It is at the origin & gtudy
that takes place into the works developed in the
framework of the ANR project Isycri [6]. Crisis is
depicted as the interpretation of a situation wharman
beings are confronted with an imminent or establish
risk. This interpretation may be questioned as sasn
further serious or complex factors appear. Thasccsll's
agents must be able to face with such an adaptaddiel:
they must efficiently deliberate in accordance wtiieir
available pieces of information to choose the ad&xu
representation and then carry out a coordinatebresct
plan. The debate manager of the crisis cell has to

efficiently control the debate to converge to thesm
consensual decision as possible [7].

A negotiation dialogue emerges from a conflictual
situation when two individual agents are compelted
cooperate to solve a common problem [4]. The most
common example of such a situation takes place when
rare resources are to be shared (a crisis situasioa
typical case of such a phenomenon). An agent wiked

to carry out an action but the required resourcactueve

this action belongs to another agent. There is rdlico
when the second agent needs this resource toaar ty
perform an action in accordance with his own peafees.

The agents are then supposed to exchange offers and
counter-offers, supported by well-argued speech, to
establish a consensual sharing of the resourceaifhef

any agent is to maximize his attributed part of the
resource, while preserving an acceptable consemsia

is the collective aim of the dialogue. The agents a
cooperative agents, i.e., they are supposed to make
concessions with regard to their personal objestii®
achieve a consensual agreement [4].

In this approach, deliberation is seen as dynamical
processes whose results depend on the order the
arguments are exhibited. Each agent has his oviefde
and exerts an influence on the other agents.
intervention on behalf of any alternative may beisige
at any time, i.e., his proposal may be collectively
considered as an acceptable compromise at any time
finishing the deliberation. In our application ddmalet

us note that a decision is necessarily requireth sugen

not unanimously accepted. A collective decision tars

be disturbed by the order the agents interveneh@ t
debate. To derive benefit from this phenomenon, the
influence an agent may exert on a social networkatso

be seen as a control variable to govern the debatethis
purpose, the influence of each agent must be estthen

line and used to control the dynamics of the deditien
process. The envisaged control here merely consists
appointing the most influential agent as the ngdaker.
Indeed, he is supposed to bring several agentsdrotie

is theoretically the participant who can modify the
dynamics of the deliberation the most likely anerth
conclude the deliberation as quick as possible (the
consensus  convergence cannot nevertheless be
warranted).

Section 2 points out the concept of influence isoaial
group. The dynamics of a deliberation process al
discussed. Section 3 proposes a breakdown of the
deliberation process into elementary steps. Therottoe

His
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agents intervene and the way they choose theimaggts
for or against an alternative determine the dynarmfahe
debate. The aim is to change its response timaghrthe
concept of influence: the next speaker is seleetét
regard to his potential influence in the debates Tiodel
of the argument process is provided by [3-5] and th
control of this deliberation is based upon theistiagl
model of social influence proposed in [1]. Thisluefhce
model is modified to be integrated in our dynamical
model. Social influence is thus considered as trol
variable of the deliberation process. Section #othices
the probability an agent will choose an alternatigther
than the other one with regard to his knowledge bahkis
probability is a time-varying variable that justi$i the
dynamical aspect attributed to the decisional poofean
agent in this cybernetic interpretation of a debate

2. Influence and dynamicsin a debate

In a recent paper, Grabisch and Rusinowska have
proposed a model of influence in a social netwétk It

is assumed that each agent has an inclinationdoseh+1

or -1 which, due to influence of other agents, niey
different from the decision of the agent. The paifit
departure is the concept of the Hoede-Bakker e
notion which computes the overall decisional ‘pcwr

an agent in a social network (n agents). The dafmiof

this index was provided in 1982 [8]:

GHB;(B, gd) = 7 - X(ijy;—+1) 8d(B) [1]

where i is an inclination vector inl = {+1,—-1}" that
models the agents’ inclinationB; I — I is the influence
function and the decision vectoBi is a n-vector
consisting of ones and minus ones and indicatirg th
decisions made by all agengsl : B(I) —» {+1, -1} is the
group decision function, having the value +1 if treup
decision is +1, and the value -1 if the group deniss
-1.

The main drawback of the Hoede-Bakker index is that
hides the actual role of the influence functionalgming
only the final decision in terms of success antlifai The
decision is successful for an agent as soon as his
inclination matches the group decision. In theipgra the
authors separate the influence part from the group
decision part, and propose a modified index of slenal
power where the decision of the agent must coinwiite
the group decision to be a success for the agent.

In [1], the notion of influence relies on prelimiga
notions as the influence of a coalition upon ariviiddal.
We briefly summarize them in the following. L& be a
coalition and note:

I ={i0n/ k, jOS/i =i} '

o ={i0nJ/i =4}

I, ={idlg /(Bi) =i}

whereis is the inclination of coalitioS.

The possibility direct influence index of coalitids on a;

is (number of times the final decision @fcoincides with
the choice ofS relatively to all the situations; initially

disagreed witts, independently of the opinions of all
others agents it8) :

|
S- j

| (2]

With the same notations, the necessity direct amfbe of
S ona;j is:

d(B,S- )=

01, (B)/ DpOg i, =-i}}|
2
(no agent inS can have influencea)).

Finally, the weighted direct influence index of lithan S
on agent; is:

a@BS- )= ¥ a7 [y at

idlg_ () i0,.

d(B, S~ D=| [3]

]

where ﬂis” is a weight attributed to the influence &
on agenta; under the inclination vector (this weight
enables to weight the influence o and can be

envisaged as a function of the number of agentSwrith
the same opinion a$). The weights distributiorﬂis”
provides a large variety of models of influences.

Lastly, the modified decisional power, which allothe
inclination vectors to be unequally probable, psgabin
[1] is:

q)](B, gd' p) =

2fi) p;=+1}P(DEA(B) — X | 8);=—1} P(Dgd(By) [5]
wherep : I - [0,1] is a probability distribution.

One of the conclusions of [1] concerns the intégrabf
dynamical aspects in the influence model. Indeéd, t
authors’ framework is a decision process after rglsi
step of mutual influence. In reality, the mutudluence
does not stop necessarily after one step but nesgité.
From a control theory point of view (to our mindhe
authors propose to study the behavior of the serfie®
powers to find convergence conditions, and to stilndy
corresponding decisional power. They also suggest
envisaging the influence function as a probabdisti
function.

Rico et al. [2] had already evocated dynamical eispia

a debate. The consensus to be established stitlecosn
the choice +1. The authors discuss the way the
preferences of the agents may vary in time durimg t
debate due to influence of other agents. The secsaot
influence is not the same as in [1]. It is basedrug multi
criteria framework to model the relations of infhoe
between the agents during the debate [9]. A
capacity9: 24 — [0,1] whereA = {a,, ...,a,} is a set of n
agents represents the relative importance of allitcans
BcA in the group, with $(0)=0, H(A) =1,

J(B)<#(B)when B[O B'. Given two agents; and
a, , if 9(a;) +9(ay) < (resp.>) 9({a; ,a,}), then there
is a positive synergy (resp. negative) betwegranda,.
This interpretation of influence is the basic cqrtcthat
supports the preferences’ revision model in [2].eTh
preferences of an ageat evolve each time an ageat
intervenes in the debate.
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To our mind, the main contribution of [2] concertie
revision model. They propose a dynamical modeltter
conviction and the preference of an agent. Dutimg
debate, each agent can express his opinion. Ther oth
agents may revise their opinion relatively to their
interaction with the speaker. When the convictidran
agent becomes too weak, he can then change his
preference. His new conviction is determined froim h
previous own conviction and from the convictiontbé
speaker. The corresponding function is a Sipogyiate
From a control point of view, their model should be
considered as the state equation of convictiooolid be

synthetically enounced: ¢;(k+1) = F(c (k),x ¢(K),
where ¢; is the conviction of agena; after agenta

intervenes. This non linear equation provides with
conviction of a; at timek + 1, the preferenceis then

computed. When the order the agents intervene is
arbitrary, then it can take a long time before asemsus

is achieved and this consensus depends on the threler
agents speak. To that end, the authors proposepimird

the next speaker : they compute the necessary nuofibe
times each agent should intervene to change at dews
preference among the agents with an opposite jerafer
The agent with the minimal score is the next speake

As a conclusion, [2] first proposes a state equatitat
models the evolutions of the conviction of an agent
time. Then, it provides a mechanism to control the
convergence towards a consensus. This thoughtggdse
close to the design of control loops in automatidsus,
this dynamical representation appears as a relenadel

for control purposes and debate governance. Nealeds,

the notion of argument is not introduced in thisdelting:

the dynamics of the debate would be independerthen
relevancy of the arguments, but would only depemnls
the social interaction of the agents. A possilvelion

of the model in [2] would be to combine the inflaerof

an argument and the social influence of the agerthé
state equation. The revision process of preferesicesld
then include the mechanisms of an argumented
negociation. The models then rather come fromiciglf
intelligence than from games theory.

Indeeed, games theory reduces negociation to egehan
offers and counter-offers until the best compronise
reached (the meaning of “best” may be discusset).[10
Apart from the modeling assumptions in games theory
approaches, another drawback is that no information
exchange about offers is allowed. Therefore, thg am
agent justifies his choice to make his choice
understandable by the other ones should efficiently
improve the mutual search for a compromise [4].

Amgoud and Prade have proposed an attractive
framework to introduce arguments in negotiations][3-
They explain why argumentation can support the &gen
reasoning in a negotiation. In their inference nhode
argument is a rule whose premises bring a justiioaan
explanation or a proof for the conclusion. Argunseate
deduced from the beliefs and the objectives of genta

An argumentarg of agenta; is composed of pieces of
knowledge, one alternativeand one goal that is satisfied
or not when alternative is kept. Decisional arguments

may be for (PRO) or against (CON) alternative A
preference order may be defined on the arguments: i
related to the certainty degrees of the constigupieces

of knowledge of arguments and the degrees of pyiofi

the goals they attack or defend (force of an argumén
agent can then choose the most suitable arguments w
his strategy at any time in the debate. A pessitmist
qualitative utility [11-12] is introduced to evaleaoptions
and computed from agents’ knowledge bases. The
preferences of agents vary in time according to the
relevancy of exhibited arguments.

The agents’ reasoning, their strategies and the@ob of
interaction determine the order the arguments aireggo

be exhibited during the debate. Thus, there are
determinant parameters to the dynamics of the
deliberation. A protocol essentially consists osed of
rules that govern the right behavior of interactaggnts

to produce dialogues. Several parameters may define
protocol, in particular the parameter that defitlesorder
the agents speak. Protocols may be more or lestbii,

but they all consist in a set of rules that a pritatermine

the dynamics of the debate. As a consequence Hraot

be considered as a dynamical control of the debate.

In our proposal, agents do not speak in turns. fidw
speaker is dynamically pointed out to speak: thestmo
influential agent is chosen. Indeed, he is suppdseoe
the agent who can a priori win a majority the nldsly

at a given time. When new arguments are introduced
the debate, the agents reconsider their percepfiche
situation, and then the probability of their ingliion to
say +1 is changed in equation (5). We suggest using the
model of influence proposed by Grabisch and
Rubinowska to govern the debate: the decisionalepow
index is computed each time an argument is exlbite
from the new inclinations probability distributioBeveral
controls may be envisaged depending on the apjplicat
accelerating the convergence to a consensus, agoidi
groupthink phenomena or forcing the hand of destiny
this paper, the control merely consists in ideimijythe
most influential agent to be the next speaker. The
dynamics of the debate is thus a priori supposebeto
speeded up.

Our proposal is close to the ideas developed in[gp]
provide the models to simulate the mechanisms of
argumentation in a negotiation, [1] furnishes tladions
necessary to define a control loop in the delibhenat
process. The articulation between both modelshis:up-
dating beliefs of agents when a new argument is
introduced modify the inclinations distribution pability

in equation (5); hence the decisional power indec the
corresponding statistical analysis. We then suggest
estimation of the probability distribution. The paw
index is up-dated and can be seen as the actuatable

in our cybernetic framework.

3. The steps of deliberation

The deliberation process is broken down into steps
suggested in psycho sociology [13] where three main
phases are emphasized: data gathering, evaluatidn a
influence. Figure 1 proposes a cybernetic integpiat of
this dynamical process. In that scheme, the procebe
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controlled is deliberation, the controlled variablare
utilities of alternatives, and social influencetie actuator
signal.

LetA = {a,,..,a,} be a group of agents and =
{—1, +1} the set of alternatives. Let us now describe the
steps of the deliberation process representedgirmefi 1.
The control function requires identifying the mogtuent
agent because he is a priori the most likely agemtin a
majority. At least, he is assumed to be the mdttient
agent to speed up the dynamics of the debate teward
consensus (i.e., when the utilities attributedn® options

by the agents do not evolve anymore). The mostiént
agent is the next speaker. He exhibits a new argume
The other agents take into account this argumetheir
perception of the situation (the utilities are wgtetl and a
new probability distribution is provided for the
inclinations). The individual decisions can be caoiteol.
When the utilities accorded to the options by therds do
not evolve anymore, the inclinations probability
distribution is stable. It means that there is norem
relevant argument able to modify the agents’ assests.
Then, the group decision can be made (figure 1).

Choice of the most influential agent: each time an
argument is exhibited (at time t), the most infltign
agentayp, Must be identified (figure 1). The decisional
power index in equation (5) is computed to appbint.

He is statistically the most likely agent whose isiet
coincides with the group decision. Most agents thus
should come round to his opinion. It is expecteat thne
has relevant arguments to support his “leadership”
potential.

Introduction of a new argument: Agen;p(, chooses his
most suitable argument w.r.t. his beliefs and gbakes at
time t. It is assumed that he adopts a cooperatiategy

[4]. He may choose an argument PRO to defend his
preference or an argument CON to attack the other
alternative.

Computation of inclinations: In this step, it issamed
that each agent; can assess the alternatives in X at any
time t. This assessment is based upon a pessimistic

qualitative utility function E,‘] : X 5 [0,1] as defined in

[11-12]. Each agent computes the utility of both
alternatives in X from his knowledge base augmented
with the argument provided ;. Then, we construct
the vector of inclinations of agents at time t,,ithe a
priori current preferences of agents fekl if the
deliberation should stop here. Let us note thistarec

it)Or =x"

Computation of the probability distribution assatedh to
the inclinations vectors: a probability distributionust be
affected to the inclinations vectors(t) dJl =X" to

perform the statistical model in equation (5). Titeitive

idea we propose consists in claiming that the grete
difference between the utilities of +1 and -1, thest
probable the inclination of an agent. The inclioati
probability of each agent is a function of thisfeliénce.

Then, the probability distribution of vectors(t)is
computed.

The inclinations probability distribution must bp-dated
each time an argument is exhibited since the ieslit
change. The decisional power is thus a time-varying
variable and can be seen as a control variabler€ig).
Computation of the decision: the decision ve@ift) is
computed from the influence functioB and the vector
i(t) if the debate should stop at t.

Convergence: as soon as the utilities accordedath e
alternative in X by the agents do not evolve anyamtine
inclinations probabilities do not change. The group
decision can be computed witid : | - X (figure 1).

The utilities have been chosen to be the actuatdaies

in the control loop (instead of the probabilitid®cause
they appear to us as the most semantically natthal:
debate becomes no more useful when the agentstdo no
change their position anymore.

4. The associated models

In this section, the necessary computations togdettie
previous control loop are proposed. The relatiofwben
utilities and probabilities is emphasized.

The pessimistic qualitative utility: [4] propose® t
gualitatively assess an option according to theefsehnd
goals of an agent w.r.t. an alternative. A possitiil
model is proposed to capture the perception of tagen
Two stratified knowledge bases capture the mental

perception of agent;. Having K' = U K,j stratified

k=1.l
means that some pieces of knowledge are considigigd
certain, while others are less certain (maybe
distinguishing between several levels of partiataiaty
such as *“almost certain”, ‘“rather certain”, ...).
Respectively, a stratified base of goa&&j = U G

k=1.l
means that some goals (resp. rejections) are inpera
while some others are less important [5].

Let us then consider a possibility distributidfy which

constrains the plausible states that can be reaghed a
decision d is made angl is a qualitative utility function.

They are both applications defined on a finite ebt
interpretations Q to a linearly ordered finite scale

U={0,1..1}. A pessimistic qualitative utility of d is
defined as:

E.(d) = min max @),inv ¢z, @))) [6]

Each agentajhas to assess the pessimistic qualitative
utilities E; (X) for any X X according to hisk' and

G’ knowledge bases each time an argument is exhibited
(figure 1). The new argument is integrated in the

knowledge baseK at the level that corresponds to the

degree of certainty the speaker attributes to him o
argument. That is a very naive assumption as peapos
[4], but it is not the matter of this paper.

The inclinations probability distributions: When eth
utilities for any xe{—1; 1} have been computed, then the
inclination for any agen; is envisaged. The inclinations
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probability distribution necessary to the statatimodel
in (5) must be established. As previously mentioribd
probability an agent; is inclined to choose one opt
maxg; (X) is related to the

x=%1

differenc

|E*tj(+1)_Etj (‘1)| between the qualitative utilities

+land-1. When agent; estimates the utility of eac
alternative, it is assumed that he has an incbnagvhict
is more or less marked depending on the util
difference. Let us represent the choice of a@; by a

discrete Bernouilli random variabl&, ( X, =%1). The

difference of qualitative UtilitieS|E:j(+l)_Etj (‘1)| is
the number of levels there are between both el
(probabilities have been nevertheless represent
continuous functions ob‘Efj (+1)-E| (—1)| for graphical
clarity purposes in figure 2).

Let us consider the function thdinks inclinations
probabilities and utilities differences. Basicalgne car
imagine that as soon as the utility difference dsitive,
then the agent expresses a preference (F 2a). It may
also be supposed that below a given threshold,
difference in gain is seen as insignificant and the ag:
choice does not really result from this differerfEegure
2b). In this case, a thresheld is to be introduced t

define the probability ofXj . It can th@ be assumed th

this threshold cannot generally be precisely defirieis
simply known that it belongs to an interval (Figure).

The probability choosingX; when the utilities differenc

takes its value in this interval is &ristly monotonous
function of the utilities difference. In the exampin
figure 2c, the bounds of the interval are assumed t
symmetric. Several monotonous functions may
envisaged. In this article, we consider an af

approximation in the interval—¢;; &1 . This choice cal

be justified in the following way. The thresho &,

corresponds to an imprecise value beyond whiclg#ie
(the difference between utilities) choosing oneralative
and not the other one arsufficiently significant tc
confirm the agent’s opinion. It is modeled as ad@n

variable E following a uniform lawon[-¢;; &]. Its
value is 1/2£]. (reasonable asmption without more
andp (X, =+)=PE< E - E),

p,(X, =-1)= PE<~(E!- E}))

information)
respectively
(Figure 1d).
This provides the probabilityp; that the inclination o
agentQ; is +1 at timet, i.e., the probability oij =1

as a function of the utilities difference at tit. The
probability on inclinations vectors can then defii

o1 - [0 swchasb®=[]n() (7]

Independency assumption holds beceUj,[~€;; €] are

subjective data related to the frame of mind ofhe
agenta;.
In conclusion, from his mental representation oé

situation, K' and G! knowledge bases at tint, agenta

evaluates |Efj(+1)—Elj (—1)| through equation (6).
Hence, his inclination probability and the probdpi
distribution p(t) on the inclinations vector:i(t) are

computed at time t through equat (7). p(t) appears as

a timewvarying function of the state of knowledc

Most influential speaker: Knowing the probabil
distribution of inclination vectors, the decisiomqaiwer of
each agent is computed at time t with equation{&gn,
the most influential agent is supposed to be thest
likely agent that will a priori win a majority artk is thus

the next speaker at t+85(;) chooses the argument with
a maimal force in his knowledge base [

P(xX=+1) 1 Px=+1 1

@ E (D)~ E,(-D

Kl-

EL(F)—E(-1)

E-ED

|
o
o
<

§

Figure 2: inclination probability of agent a; and utility
difference (gain)

In practice, one can imagine that the agents enthe
crisis debate manager in our application with theriori
intention (Iwill “almost certainly”, “rather certainly”,...).
The debate manager can then estimate the inclive
probability distribution necessary to efficientlgwgrn the
debate.

5. Conclusion

This paper proposes a dynamical model to simule
debate when a gop of agents must cooperate
efficiently establish which alternative appearshe a
convenient consensus. The protocol that governsvie
agents speak in turns and their argument strategyie
determinant characteristics to the conclusion ahnel
dynamics of the debate. In our approach, a p
constraints on the order agents speak in turnseptacec
with a dynamical control of the debate. The infloerof
an agent in a social network is the actuator végiabthis
control. The modified decisial power of [1] is the model

COGIS 2009 — COGNITIVE SYSTEMS WITH INTERACTIVE SENSORS



of influence that supports our proposal. It allothe
inclination vectors to be unequally probable. Agosal is
made to link the inclinations probability distrilban to the
state of knowledge of agents at any time, and
precisely to the utilities difference between cotiipe
alternatives in the debate. The beliefs of the tggewolve
in time once an argument is exhibited, then thétias
and the inclinations probabilities are ti-varying
variables. Hence, the dsmnal power has to be -dated
each time an argument is exhibited. This princggpear:
rather natural. Indeed, among others, it means tthes
social influence of an agent depends on the moress
marked convictions of the other agents: the notf
conviction in [2] would be the inclination probabijl in
our framework. Thus, the decisional power is a -
varying variable itself and can be used as theatot
signal in the control loop of debate.

The main subject of this paper is to present ybernetic
viewpoint to analyze and control a debate. The rob
proposed here is elementary. The next speakee imtist
influent agent at time t. It does not warranty
accelerated dynamics of the deliberation. It caly be
expected that this agenthw is the most likely to win
majority, will play a leading role providing relevaand
significant arguments. Further controls may beisaged
on the concept developed in this paper: choosiagrtbst
influent agent among the opponents of the cul
proposal in order to avoid any groupthink phenomfem:
example.
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Figure 1: a cybernetic interpretation of the dynamical process of deliberation
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