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Abstract 
 
Short-term wind power forecasting is recognized today as a 
major requirement for a secure and economic integration of 
wind generation in power systems. This paper deals with the 
case of regional forecasting of wind power with a large 
number of wind farms involved. Due to the large amount of 
potentially available information and also because part of 
the wind farms may not be "observable", forecasting systems 
use input from selected “reference” wind farms to predict 
the total wind power. The paper studies the influence of the 
reference farms on the prediction accuracy and proposes a 
methodology for their selection, based on advanced 
statistical analysis of the spatial-temporal characteristics of 
wind generation. 
Keywords: regional forecasting, upscaling, reference farm 
selection, information, clustering 
 

1 Introduction 

Short-term wind power forecasting up to 48 or 72 
hours ahead is recognized today by end users such as 
wind farm owners and power system operators as a 
major requirement for a secure and economic large-
scale integration of wind generation. In the case of 
system operators forecasts of the expected power 
output of all turbines installed within a region are 
needed for various functions such as congestion 
management, reserves estimation, exchanges with 
neighboring systems etc. Regional wind power 
forecasting is thus defined as the prediction of the 
aggregated power output of wind farms spread over a 
geographical region. 
 Wind power prediction models may potentially use 
past measurements of power and meteorological 
variables as well as Numerical Weather Predictions 
(NWPs) of several variables (i.e. speed direction, 
temperature etc). In the frame of regional forecasting, 
and depending on the number of wind farms involved, 
this may result to a wealth of explanatory variables. 
Especially in the case of statistical forecasting 
approaches it becomes necessary to select among all 
available input variables those that are most relevant to 

the final objective. At a primary level the problem of 
variables selection can be simplified to a problem of 
wind farms selection. 
 In this paper a study is conducted to evaluate the 
impact of input selection on regional forecasting 
model performance, and several input selection 
methods that can help in model setup are examined.  
The results of the proposed methodology are evaluated 
on a Danish case study of regional forecasting using a 
non-linear prediction model. 
 

2 Regional wind power forecasting 

The main characteristic of regional production is that 
the considered installed capacity is dispersed over a 
wide geographical area. This dispersion has one main 
advantage, which is the smoothing of the aggregated 
output of the wind farms. By summing the output of 
several wind farms, individual power variations are 
compensated and the resulting production presents 
much slower variations. This statistical smoothing 
effect leads to the main characteristic of regional 
forecasting which is that geographically dispersed 
production can be more accurately predicted than that 
of single wind farms [1]. 
 At a regional or national scale, the ideal case 
would be to predict the output of each single wind 
farm in order to obtain the total generation in the next 
hours. However, wind power forecasting models 
require input data concerning the wind farms to 
compute the forecasts. This information can be of two 
natures, static and dynamic. Static information is the 
information necessary to describe a wind farm: the 
rated power, the power curve of the turbines, etc. This 
information is generally considered as not evolving 
over time. Dynamic information is time-series data 
that evolves over time such as production 
measurements and NWP for the wind farm.  
 In systems with an important number of wind 
farms, predicting the output of each single wind farm 
may be impossible due to a lack of static and\or 
dynamic data. For instance, on-line information is 
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usually not available for all wind farms. This is 
because Supervisory Control and Data Acquisition 
(SCADA) systems may not be installed in all farms 
(grid codes in some countries impose such 
infrastructure above a certain level of installed farm 
capacity).  
 The absence of SCADA systems means that the 
actual total wind production is seldom known 
accurately. However, even if the actual power each 
wind park injects into the grid at a given time can be 
known with some delay, the actual available capacity 
at that time in the region is hard to know. This can be 
particularly hampering for statistical model training 
since the measured regional power cannot be corrected 
for unavailable capacity, which leads to noise in the 
training data. However, it can be assumed that 
statistical smoothing also acts upon the available 
capacity, which therefore does not vary significantly 
over time.  
 Because of the usual lack of static and especially 
dynamic information, the mainstream approach to 
regional prediction is to use upscaling methods. The 
idea behind these methods is to use the available static 
and dynamic information to extrapolate the best 
possible forecast of the aggregated power output of all 
the farms in one area. In this paper, the wind farms for 
which dynamic data is available will be referred to as 
reference wind farms. 
 

3 State of the art 

Short-term wind power forecasting has been an active 
research field and numerous approaches have been 
proposed [2, 3]. In most cases the proposed methods 
have been designed for single wind farm forecasting. 
The models developed so far can be classified as using 
either a physical or a statistical approach. In some 
models, a combination of both is used, as indeed both 
approaches can be needed for successful forecasts. 
 The physical models use NWPs and physical 
considerations to reach the best possible estimate of 
the local wind speed before using a power curve to 
convert the wind forecast into the power forecast. 
 Statistical models try to find the relationships 
between a wealth of explanatory variables including 
NWPs, and online measured power data. Often, black-
box models like advanced Recursive Least Squares or 
Artificial Neural Networks are used. Some statistical 
approaches actually employ gray-box models, where 
some knowledge of the wind power properties is used 
to tune the models to the specific domain. 
 Up to now several upscaling approaches have been 
developed mainly for application in countries with 
large-scale wind integration (i.e. Denmark, Germany). 
The algorithm proposed in [4, 5] uses a physical 
model that takes into account the site description (i.e. 
hub height, terrain description) to provide forecasts for 
reference farms, which are then used by an upscaling 

algorithm to provide the regional power. Reference 
farms are chosen according to their physical 
characteristics as being representative of the farms in 
the region. 
 Another regional prediction model is RegioPred 
[6]. This model is based on the single wind farm 
prediction model LocalPred, which uses high-
resolution Computational Fluid Dynamics (CFD) 
models and statistical power curve modeling to 
compute the power forecasts. The reference wind 
farms used in this model are selected using cluster 
analysis. 
 In [7], an upscaling algorithm based on two 
artificial neural networks is used to provide regional 
forecasts. The first neural network is used to compute 
the power output of a certain number of reference 
wind farms. These forecasts are then used as input to a 
second network that computes the forecasts of the total 
regional production. 
 The approach described in [8] uses conditional 
parametric models to compute the regional forecasts. 
In this model a two-branch approach is used. The first 
branch uses models to produce single wind farm 
forecasts for the reference wind farms. These forecasts 
are then used to compute forecasts of the power 
generated in subregions. Finally, these forecasts are 
added to provide a forecast for the total regional 
production. A second branch of the model uses the 
data from reference farms to directly produce sub-
regional forecasts, which are then aggregated to 
produce a second regional forecast. The regional 
forecasts computed by each branch are then combined 
through weighted averaging to obtain the final total 
regional forecast. 
 In [9] Fuzzy-Neural Networks (F-NN) are used to 
compute regional wind power. Several model 
configurations are tested. These range from upscaling 
using data from a single reference farm to a cluster 
forecasting approach, where predictions are made for 
sub-regions, and the forecasts for each sub-region are 
then aggregated to provide the regional forecast. The 
reference wind farms were selected based on a 
correlation analysis of their power production with the 
regional power production. 
 As mentioned above, the main problem in regional 
forecasting is that dynamic information for all wind 
farms is not usually available. However, the number of 
wind farms for which such data is available can still be 
quite important. Furthermore, explanatory input may 
increase depending on the available NWPs (wind 
speed and direction for several altitudes, temperature, 
pressure, humidity, etc). For a case where many 
reference wind farms are available, up to a hundred or 
more variables may be available to the model. 
 Since upscaling models are statistical, they are 
subject to certain constraints, the first being the 
number of explanatory variables taken into account. 
As the number of variables increases, the number of 
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parameters in the model increases. This is against the 
principle of "parsimony" in prediction models while it 
can also lead to higher uncertainty on the estimates of 
these parameters [10]. This later depends on the 
number of data available for the estimation of the 
models parameters. Over-dimensioned models may 
lead to overfitting of the models parameters and to low 
generalization (out-of-sample) performance.  
 Another aspect to take into account is the 
redundancy of the available variables, especially those 
provided by the NWP models. For example, over a 
region, the wind speed forecasts provided for two 
neighboring wind farms will usually present high 
correlations. Using these two forecasts will not 
necessarily provide the upscaling model with more 
information than that obtained by using only one of the 
forecasts. Although redundancy in the variables may 
allow some noise reduction [11], using too many 
redundant variables may lead to a reduction of model's 
performance [12]. 
 Given the risks of overfitting and of redundancy in 
the available explanatory variables, choosing which 
variables to use is a crucial aspect of the upscaling 
modeling problem. 
 For these reasons investigating the impact of 
reference wind farm selection on the accuracy of 
regional and upscaling forecasting models is 
necessary. It is of interest to analyze what the 
characteristics of the reference wind farms that lead to 
the best forecast accuracy are. A corollary to this 
question is then how can the best reference wind farm 
combination be determined, which relates to the 
problem of input selection for a model when a 
multitude of explanatory variables are available. In the 
following sections, a methodology is proposed to 
answer these questions. 

 
4 Reference wind farm selection 

study 

4.1 Proposed method 
 To investigate the impact of reference wind farm 
selection on the performance of upscaling models, the 
test case of the Jutland-Funen area in Denmark (see 
section 4.2.1) was considered. Data from 23 wind 
farms (~10% of total capacity) as well as time-series 
of the total power are available. Potentially the number 
of reference farms can be the total of 23 (denoted as 
n). At a first stage, all alternative upscaling schemes 
resulting from the 2n-1 possible combinations of 
reference wind farms were evaluated. The assessment 
of all these schemes required a computationally 
efficient upscaling model; it would have been 
unfeasible to use CPU-expensive advanced models. 
For this, the Regressive Power Curve (RPC) model, 
presented below, was developed. This model is 

computationally efficient and its performance was 
found to be similar to that of more advanced models. 
The hypothesis made here is that the performance of a 
reference wind farm combination is more influenced 
by the information carried in the input data rather than 
the type of prediction model.  Thus, some insight on 
the influence of reference farms can be gained which 
may allow the development of a rather generic 
reference wind farm selection procedure. 
  
4.1.1 The Regressive Power Curve (RPC) model 
The RPC model is based on a transformation of the 
NWP wind speed forecast values into power using the 
characteristic curve of the wind farm. The simplest 
way of doing this is to use the wind turbines 
manufacturer’s power curve and the wind speed 
forecast extrapolated to the hub height using the 
logarithmic profile of the wind. Although simple, this 
approach may provide reasonably good forecasts. 
However, the sum-up of the wind turbines curves is 
not necessarily a good model for the wind farm. On 
the other hand, in a physical approach where the 
NWPs are provided for a grid of points around the 
wind farm, a downscaling procedure should be applied 
to have reliable wind speed forecasts at the level of the 
wind farm. This would require a significant amount of 
static information on the wind farm (i.e. roughness of 
the terrain), which might no be readily available. 
 In order to obtain a model that can reduce the 
above-mentioned approximations and whose only 
information requirements are the time-series under 
consideration, a statistical approach was preferred. 
The aim here is to model the relationship between the 
wind speed forecasts and the power output of the wind 
farm without any other considerations. This approach 
is often referred as "power curve modeling". To model 
the power curve f(ws), a piecewise least squares linear 
fitting of the wind-speed to power relation is proposed. 
To account for the horizon for which the prediction is 
being computed a separate power curve is defined for 
each forecast horizon. In this way, variations in the 
NWP performance for different horizons can be 
captured and corrected to some extent. The obtained 
power curve can be then written as a function of the 
wind speed and horizon as: 
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where: 

• ( )( )tktwsfk +  is the power associated to the 
wind speed forecast ( )tktws + , 

• ki,α and ki,β  are the parameters of the local linear 
approximation of the power curve 
corresponding to horizon k. 
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• [ [kiki ,,1 ,γγ −  the m bins over which the least 
squares fitting is performed. 

 The above model is the basis for the RPC model 
proposed. From (1) it is clear that the size of the bins 
used to compute the local least squares approximations 
will have an impact on the performance of the model. 
Very small bins will capture the noise in the data and 
very large bins will over-smooth the power curve.  
 It is known that if online power measures are 
available through a SCADA they can contribute to a 
better performance of a prediction model in the short-
term (i.e. 0-6 hours). To account for this, a multiple 
regression between the power curve model output and 
the last available power measure is applied. In this 
way, the output for each forecast horizon k can be 
written as: 

 ( )( ) ( )( ) ( ) kkkkk ctpbtktwsfatptktwsF +++=+ )(,  (2) 

where: 
• Fk(.) is the RPC model overall function, 
• p(t) is the power measure at time t, 
• fk is the power curve computed for horizon k,    
• ak, bk, and ck are the multiple regression 

coefficients. 
 To determine the best bin sizes *kbs  in (1) and the 
values of the ki,α , ki,β , ak, bk and ck parameters, an 
iterative procedure is used (Algorithm 1). To apply this 
procedure the dataset is divided into three subsets: a 
learning set, a validation set and a testing set. The 
steps described in Algorithm 1 constitute the learning 
phase for this model. 
 
 
 For bin size bs = size1 to sizel do 
  Compute the ki,α , ki,β , ak, bk and ck parameters on 

the learning set. 
  Using these parameters, compute the sum of square 

errors for each horizon on the validation set. 
  Store the performance of each bin size for each 

horizon. 
 End for 
 For each horizon select the bin size which led to the 

smallest errors. 
 For each horizon 
  Compute the ki,α , ki,β , ak, bk and ck parameters on 

the learning and validation sets using the best bin 
size. 

 End for 
 

Algorithm 1: RPC model’s learning algorithm. 
 
 Once the model parameter values have been 
estimated, the model performance can be evaluated on 
the testing dataset. 
The RPC model can be used for both single wind farm 
forecasting and upscaling purposes. For upscaling, the 
following approach is followed: for a given reference 

wind farm combination, the data from each wind farm 
is used to compute a forecast of that wind farm’s 
production. The individual wind farm forecasts are 
then linearly combined to provide the final regional 
forecast. 
 
4.1.2 Evaluation of the RPC model 
To validate this model as a good candidate for 
evaluation purposes, single wind farm forecasting was 
first examined. The benchmarking was done on the 
datasets used in [13]. More specifically, data were 
used from the Tunø Knob, Golagh, and Alaiz wind 
farms in Denmark, Ireland and Spain respectively. 
 In the following figures the normalized mean 
absolute error (NMAE) for each horizon of the F-NN 
[14] and the RPC models are compared.  
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Figure 1: NMAE as a function of the forecast horizon of the 

F-NN and RPC models for the Tunø Knob wind farm. 
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Figure 2: NMAE as a function of the forecast horizon of the 

F-NN and RPC models for the Golagh wind farm. 
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Figure 3: NMAE as a function of the forecast horizon of the 

F-NN and RPC models for the Alaiz wind farm. 
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 These results show that the RPC model performs 
quite well when compared to a more advanced one. 
For farms located in offshore or complex terrain like 
Tunø Knob and Golagh, the performance of the two 
models is very close. This can be explained by the fact 
that for simpler terrain types the NWP models provide 
better estimates of the wind, and the relations between 
input and output variables are less complex.  
 For wind farms in very complex terrain like Alaiz, 
the F-NN model outperforms the simpler RPC model. 
The complexity of the terrain and the ensuing local 
effects are not well captured by the NWP models. The 
F-NN is better suited to these complex cases because it 
can more precisely model the intricate relations 
between input and output variables.   
 The performance of the RPC model was also 
evaluated on the Danish dataset. For this evaluation, 
the RPC model was used as a direct upscaling model 
using the averaged NWP data and the aggregated 
power data of the 23 wind farms as online 
measurement data. This is the same configuration used 
for the F-NN model on the Danish case. The 
comparison of both models is shown in Figure 4. 
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Figure 4: NMAE over all forecast horizons of the F-NN and 

RPC direct upscaling configuration using averaged NWP 
data for the Jutland-Funen area. 

 
 For this case the performance of the RPC model 
compares very favorably with the performance of the 
F-NN model. The difference in performance for the 
first two hours is due to the fact that the F-NN 
architecture used for this comparison does not take 
into account production measurements. 
 This benchmarking is satisfactory in that the 
performance of the RPC model closely follows the 
performance of a proven advanced model. 
Furthermore, the CPU time needed to run this model 
for a case study is in the order of a fraction of a 
minute. These two properties make this model a good 
candidate for reference wind farm selection 
methodology. Also, in the frame of regional 
forecasting, where tens of wind farms are available as 
potential reference farms, this model can serve as an 
exploratory tool to evaluate the predictability of each 
wind farm. 

4.2 Results 
4.2.1 Case study 
The dataset consists of measured power output for 23 
wind farms as well as of the total power output of all 
wind farms located in the Jutland-Funen area (more 
than 2 GW installed capacity). The data cover a period 
spanning from the 1st of January 2003 to the 31st of 
July 2004. 
 NWP data from Hirlam is available for all 23 wind 
farms. The NWP runs are provided twice a day: at 
12h00 and 00h00. Forecasts cover the NWP run time 
and the following 48 hours, with an hourly resolution. 
 In the present study the online power 
measurements were not considered in order to focus 
exclusively on the impact of NWP data selection, 
therefore only 10-meter wind speed predictions were 
considered as input to the RPC model.  
 
4.2.2 Results 
In this section the results of the wind farm 
combination study are presented. Given the number of 
tested combinations, only the results of the best 
combinations for each cardinality are presented. 
 

5.5

6.0

6.5

7.0

7.5

8.0

8.5

9.0

9.5

2 4 6 8 10 12 14 16 18 20 22
Nbr. of reference wind farms

Er
ro

r (
%

 o
f N

om
. P

ow
er

)

MAE SWF
RMS SWF

 
Figure 5: Optimal performance in terms of NMAE and 
NRMSE for various reference wind farm combinations. 

 
 As can be expected, increasing the number of 
reference wind farms initially increases the 
performance of the upscaling model. However, there 
appears to be a point after which adding reference 
wind farms actually reduces the forecasting model’s 
performance. This can be explained by the fact that 
increasing the number of reference farms increases the 
amount of information available to the model, but also 
the amount of noise the model has to filter. Since the 
explanatory variables provided by the reference wind 
farms are correlated, the amount of additional 
information a wind farm provides decreases with the 
number of selected wind farms. For this reason, after a 
certain number of wind farms are selected, the 
additional information provided by an extra farm is 
outweighed by the additional noise it adds to the 
model’s input. 
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Figure 6: Geographic position of optimally chosen reference wind farms for combination of cardinality: 2, 3 ,4 ,5 ,7 and 11. 

 
 
 To better understand the parameters that 
characterize the farms belonging to the best 
combinations, their size, the correlation of their 
production to the regional production, and the 
correlation of their NWP forecasts with that of other 
farms were examined. No clear relation between these 
parameters and combination performance could be 
established. However, by examining the spatial 
distribution of the farms some insight on the 
characteristics of a good combination can be gained.
 As can be seen in Figure 6, the best combinations 
appear to be those that offer the best coverage of the 
region in terms of meteorological data. In this sense, 
the best two-farm combination (WF16 and WF19) 
provides the best possible information on the 
meteorological condition reigning over the area. When 
three-farm combinations are considered, the best 
solution is given by combination 2-8-15, which offers 
more detailed coverage. The evolution of selected 
wind farms as their number increases clearly shows a 
progressive coverage of the considered region. 

 

5 Reference Wind Farm Selection 
Methodology 

The problem of input variable selection for statistical 
regression models has been an area of intense research 
for many years. Many methods have been proposed to 
solve the optimization problem that can be defined as: 
given a regression model and a set of explanatory 
variables, find the subset of explanatory variables that 
leads to the least forecast error. 
 
5.1 Investigation of alternative 

approaches  
5.1.1 Clustering approach 
Given the apparent influence of the geographical 
distribution of the best wind farm combinations, one 
approach that was tested in the frame of this work was 
to use the k-means clustering algorithm [15]. With this 
we classify the wind farms into k clusters. Within each 
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cluster, the farm closest to the cluster centroid is 
chosen as reference farm. The clustering algorithm is 
run n times (where n is the total number of available 
reference farms) to determine n reference farm 
combinations of cardinalities 1 to n. The forecasting 
model is then run for every selected wind farm 
combination to determine which combination is best. 
 With this approach, an important question is the 
metric chosen to compute the distance between wind 
farms. Two approaches were considered: the 
Euclidean distance using the wind farms’ UTM 
coordinates and the correlation between the NWP 
wind speeds given for each farm. 
 
5.1.2 Information theoretic approach 
The second approach is based on the principle of 
entropy. Shannon’s entropy of a discreet random 
variable X is defined by: 
 ))(ln()()(

1
iX

m

i
iX apapXH ∑

=
−= , (2) 

where )()( iiX aXPap ==  is the probability mass 
function of variable X, and {a1, …, am} the possible 
outcomes of the variable. For continuous variables, the 
sum becomes an integral and the probability mass 
functions are replaced by probability density functions. 
 The conditional entropy H of two variables X and 
Y is defined by: 
 )(),()( YHYXHYXH −= . (3) 

The mutual information between two discreet variables 
is defined as: 
 )()();();( YXHXHXYIYXI −== , (4) 
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 In case of continuous variables the double sum 
becomes a double integral. 
 Entropy can be seen as the uncertainty concerning 
the outcome of a random variable while the mutual 
information can be seen as the reduction of uncertainty 
concerning the outcome due to the knowledge of the 
outcome of another variable. Therefore, a model is 
expected to produce better forecasts if it uses as input 
the explanatory variables that have the highest mutual 
information with the dependant variable. 
 The explanatory variable can be a multivariate 
random variable whose components are the 
explanatory variables. In this case, the problem of 
input selection for a model can be described as finding 
a subset S of k variables from a set F of n available 
explanatory variables which maximizes I(X;Y), where 
X is the dependant variable and Y the multivariate 
random variable composed by the explanatory 
variables in S. 
 Solving such a problem is not straightforward. To 
compute I(X;Y), where Y is a continuous multivariate 
variable requires the estimation of multivariate 

distributions. In order to obtain an accurate estimate of 
multivariate distributions for dimensions higher than 4 
or 5, datasets with more than one hundred thousand 
samples are necessary [16]. Clearly, such large 
datasets are not readily available in the field of wind 
power forecasting. A further problem is that this 
approach would require computing the mutual 
information for all knC  explanatory variable 
combinations. 
 To overcome these obstacles, Battiti [17] proposed 
the MIFS (mutual information based feature selection) 
greedy algorithm. This algorithm is based on the 
evaluation of the mutual information between the 
dependent variable and each explanatory variable, and 
on the evaluation of the mutual information between 
single explanatory variables. The algorithm is 
summarized as: 
 
 

 Define set F of all explanatory variables. 
 Define set S of all selected variables. 
 Find variable FY∈  which maximizes I(X;Y), where X is 

the dependent variable 
 Remove Y from F and add it to S. 
 Repeat until |S|=k the desired number of selected 

variables. 
  Find FY∈  which maximizes ∑ ∈

−
Ss

sYIYXI ),();( β  

  Remove Y from F and add it to S 
 Output the set S which contains the selected variables. 
 

Algorithm 2: MIFS algorithm. 
 

 We propose to use this algorithm to determine the 
farm combinations for all cardinalities. After the 
combinations are selected, the forecasts are computed 
with the upscaling model for each combination in 
order to find the best one. 
 
5.1.3 RPC-based wrapper wind farm selection 

method 
When considering reference wind farm combinations 
the total number of possible combinations is equal to 
2n-1, where n are the available reference wind farms; 
for the Danish case this translates to more than 8 
million combinations. Evaluating all possible 
combinations would therefore not be reasonably 
feasible for cases with many potential reference farms. 
 To overcome this difficulty, the RPC model can be 
used in a greedy forward selection algorithm to 
determine the best wind farm combination to use. This 
approach is described below: 
 
 

 Evaluate all 2-farm combinations 
 For i=3 to n do 
  Determine SCi-1 the mwf best combinations of 

cardinality i-1. 
  Evaluate the farm combinations derived from 

combinations in SCi-1. 
 End for 
 Select the best combination from those computed. 
 

Algorithm 3: RPC based selection algorithm. 
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where SCi the subset of mwf best combinations of 
cardinality i. 
 From one step to the next in this algorithm, the best 
combinations of step i-1 are used as the basis for those 
that will be evaluated in step i. For example if there 
are 5 reference wind farms and the two best 2-farm 
combinations are: 1-2, 1-3, the 3-farm combinations 
that will be computed are: 
 

Best 2-farm 
combinations 1-2 1-3 

1-2-3 1-3-4 
1-2-4 1-3-5 Examined 3-farm 

combinations 
1-2-5  

Table 1: Example of combination derivation from an SC2 
subset. 

 

 Through the appropriate setting of mwf, this 
wrapper method permits to reduce the number of 
combinations evaluated while retaining a wide enough 
search scope. The choice of the mwf parameter depends 
on the transition stability of the optimal combinations 
from one cardinality to the next. By transition stability 
we mean that from one cardinality to the next the 
optimal combinations share an important number of 
reference farms. For example, in a ten-reference wind 
farm case, if the optimal four-farm combination is 1-2-
3-4 and the optimal five-farm combination is 1-2-3-4-
8, the transition can be said to be stable since the five-
farm combination is derived from the four-farm 
combination by the adjunction of farm 8. However if 
the optimal five-farm combination is 5-6-7-8-9, the 
transition is unstable since the optimal five-farm 
combination cannot be derived from the optimal four-
farm combination. If transitions are very stable, i.e. the 
best combinations from one cardinality are derived 
from the best combinations of inferior cardinality, the 
mwf parameter can be set to a low value. However, if 
transitions are unstable, setting the mwf parameter to 
higher value will be necessary in order to reduce the 
risk of missing the optimal combination. 
 
5.2 Results 
5.2.1 Clustering approach 
The tables below provide the combinations found with 
the k-means clustering approach. 
 

Computed 
combination 

Mean NMAE (% 
of Nom. Power) 
over all horizons 

for computed 
combination 

Mean NMAE (% 
of Nom. Power) 
over all horizons 

for best 
combination of 
same cardinality 

16-18 6.59 6.45 
6-16-19 6.47 6.18 
4-6-8-16 6.25 6.14 

4-6-8-13-15 6.24 6.13 
4-5-8-9-13-20 6.28 6.14 

Table 2: Combination results from the clustering approach 
with the eucliddian metric and the farms’ UTM coordinates. 

Computed 
combination 

Mean NMAE (% 
of Nom. Power) 
over all horizons 

for computed 
combination 

Mean NMAE (% 
of Nom. Power) 
over all horizons 

for best 
combination of 
same cardinality 

16-21 7.98 6.45 
2-16-21 6.59 6.18 

2-6-16-22 6.34 6.14 
2-5-6-8-16 6.22 6.13 

2-5-6-8-11-15 6.23 6.14 
Table 3: Combination results from the clustering approach 

with the correlation metric and the predicted wind speed for 
the farms. 

 

 
 

 
Figure 7: Relation between wind farm combination cluster 
index and mean NMAE obtained for the given wind farm 

combinations. 
 
Given the relatively poor correspondence between the 
best combinations and the combinations found using 
the clustering approaches, we chose to examine the 
behavior of the clusters more closely. To do so, the 
farms were clustered using a defined combination of 
wind farms as cluster centroids. Once all farms have 
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been assigned to the clusters based on their distance to 
that cluster’s centroid (one of the reference farms of 
the combination under scrutiny), a cluster index is 
computed for that combination by summing the 
average within cluster distance to the centroid. This 
allows attributing a score to every wind farm 
combination based on the goodness of the clustering 
achieved by using the farms of that combination as 
centroids.  
 Figure 7 depicts the results of this procedure where 
the distance is the correlation of wind speed forecasts 
between wind farms. The relation between the wind 
farm combination cluster index and the mean NMAE 
over all horizons for each wind farm combination 
obtained using the RPC model with NWP data as the 
only input. The results show a clear relation between 
the cluster index values and the performance of the 
wind farm combinations. This can be a useful indicator 
of which wind farm combinations are best. However, 
from these figures it appears that there are two 
behaviors concerning the wind farm combinations. 
The combinations are grouped according to two linear 
relations between the cluster index value and the mean 
NMAE. This behavior can be seen for the 2-farm 
combination and even more clearly for the 3-farm 
combination case. 
 The explanation for this behavior is not clear; 
however it could possibly be linked to the installed 
capacity represented by the reference farms. The RPC 
model might be able to capture such relations from the 
data whereas an approach based on the sole study of 
the relation between wind farm variables might not. 
 
5.2.2 Information theoretic approach 
 

Computed 
combination 

Mean NMAE (% 
of Nom. Power) 
over all horizons 

for computed 
combination 

Mean NMAE (% 
of Nom. Power) 
over all horizons 

for best 
combination of 
same cardinality 

2-3 6.67 6.45 
2-3-9 6.27 6.18 

2-3-9-21- 6.3 6.14 
2-3-9-17-21 6.38 6.13 

2-3-9-10-17-21 6.27 6.14 

Table 4: Combination results found using the MIFS 
algorithm. 

 
By using Battiti’s algorithm relatively good 
combinations can be found. However, the fact that the 
algorithm is greedy, i.e. it keeps the best solution at 
each step, it cannot necessarily capture the 
"instability" of optimal wind farm combinations that 
exists for low combination cardinalities. From the 
results presented earlier, it is clear that there is an 
important difference between the optimal 2-farm 
combination and the optimal 3-farm combination. 

However, given that the algorithm only extends the 2-
farm combination to a 3-farm combination, it 
necessarily fails to capture this important modification 
that conditions the evolution of the optimal farm 
combinations for higher cardinalities. 
 
5.2.3 RPC based wrapper wind farm selection 

method 
It can be noticed that these architectures are relatively 
“stable” in the sense that a given architecture is similar 
to the one of inferior cardinality, especially for the 
higher cardinalities. 
 As seen in section 5.1.3, the value given to the mwf 
parameter is highly dependent on the stability of 
transitions from one combination cardinality to the 
next. In a first stage all combinations were computed, 
the wrapper method was then run using different 
values for mwf. With values of mwf=20 the best 
combinations for each step were found and 
computation time remained reasonable. However, with 
this method the number of computed combinations 
remains important. For this case study, several 
thousand combinations were computed, which 
nonetheless compares favorably with the more than 8 
million possible combinations. 
 
6 Conclusions 

In this paper we have shown that input variable 
selection can have an important impact on the 
accuracy of upscaling models. The redundancy of 
NWP variables and the inherent limit of statistical 
models with respect to the number of input variables 
should be considered when setting up an upscaling 
module.  
 Several input selection methods were tested. None 
of the filter methods gave optimal results but they do 
allow choosing combinations that lead to better 
performance than that which can be expected from a 
randomly chosen combination. In cases where model 
set up time is short these approaches can prove useful.  
 In cases where CPU time is not an issue for model 
set-up, using a simplified model in a greedy wrapper 
approach as proposed in this paper, can permit finding 
an optimal solution without explicitly evaluating every 
combination. 
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